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Abstract

A uniaxial perfectly matched layer (UPML) method is proposed for solving three-dimensional
Helmholtz equation with multiple scatterers. The exterior domain is truncated to enclose each
scatterer by a bounded domain individually. Based on reliable a posteriori error estimate, an
efficient adaptive finite element algorithm is proposed to solve the multiple scattering problem.
The efficiency of the adaptive PML method is demonstrated by extensive numerical experiments.
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1. Introduction

We propose and study an adaptive uniaxial perfectly matched layer method for multiple scat-
tering problems in three dimensions

∆u + k2u = 0 in R3 \ D, (1a)
u = g on ∂D, (1b)

lim
r=|x|→∞

r
∣∣∣∂u
∂r
− ik u

∣∣∣ = 0, (1c)

where k is the constant wave number and g ∈ H1/2(∂D). The scatterer D ⊂ R3 consists of well-
separated sub-scatterers which are bounded and have Lipschitz boundaries (see Fig. 1 for a 2D
illustration), namely, D = ∪I

i=1Di and

dist(Di,D j) := sup
x∈Di,y∈D j

|x − y| � diam(Di) + diam(D j) ∀ 1 ≤ i < j ≤ I.
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For the numerical solution of (1), it is usual to truncate the exterior of D to a bounded domain
which encloses all sub-scatterers and inhomogeneities of the medium. There are extensive works
studying approximate boundary conditions of scattering problems on the artificial boundary (cf.
e.g. [1, 2, 3]). However, when D1, · · · ,DI , I > 1 are well-separated, the truncated domain is so
large that the numerical solution of (1) becomes very expensive. In [4], Grote and Kirsch proposed
to enclose the sub-scatterers by separate domains Bi ⊃ Di such that Bi ∩ B j = ∅ for i , j. They
constructed a Dirichlet-to-Neumann (DtN) boundary condition on each ∂Bi and solved a boundary
value problem in ∪I

i=1

(
Bi \ Di

)
. One can expect much less unknowns from the discretization of

the problem in ∪I
i=1

(
Bi \ Di

)
than that in the globally truncated domain.

D
1 D

2

D
3

D
4 D

5

Figure 1: A 2D illustration for the setting of the multiple scattering problem.

In this paper, we propose to study the adaptive UPML finite element method for solving the
multiple scattering problem (1). Since the pioneering work of Bérénger [5] which proposed a
UPML method for solving the time dependent Maxwell equations, various constructions of PML
absorbing layers have been developed and studied in the literature (cf. e.g. Turkel and Yefet [6],
Teixeira and Chew [7] for the reviews). The basic idea of the PML method is to surround the
computational domain by a layer of specially designed model medium which absorbs all waves
coming from the computational domain. The PML method provides a highly accurate boundary
condition on the truncated boundary and avoids dense blocks of the stiffness matrix which are
caused by the discrete DtN operator. The convergence of the PML method as the thickness of the
layer tends to infinity has drawn considerable attentions in the literature (cf. e.g. [8, 9]).

In the practical application of PML methods, Chen and coauthors proposed the adaptive PML
(APML) method for acoustic and electromagnetic scattering problems (see [10, 11, 12]). The
APML method provides a complete numerical strategy to solve the scattering problems in the
framework of finite elements. It produces automatically a coarse mesh size away from the fixed
domain and thus makes the total computational costs insensitive to the thickness of the PML
absorbing layer. The main idea of the APML method is to use the a posteriori error estimate to
determine the PML parameters and to use the adaptive finite element method to solve the PML
equations.
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In [13], Guddati and Lim proposed a continued fraction absorbing boundary condition (CFABC)
for convex polygonal domains. The CFABC method and the PML method provide respectively a
discrete approximation and a continuous approximation to the original scattering problem. They
only produce very small reflections at the truncated boundary of the infinity space. The PML
method is very flexible in designing numerical schemes (e.g. on adaptively refined meshes or
for high-order approximations), but may produce numerical reflections because of discretization
errors. Numerical reflections can be reduced efficiently by improving the accuracy of numerical
methods for the PML problem. We refer to [14, 15] for the improvement of PML methods by
hp-adaptive finite element methods. In this paper, we only focus on h-adaptive PML methods for
multiple scattering problems.

For multiple scattering problems, one could not simply impose homogeneous Dirichlet bound-
ary condition on the truncated boundary of the PML surrounding each Bi, since there are both
outgoing waves coming from Di and incoming waves scattered by other sub-scatterers across ∂Bi,
1 ≤ i ≤ I. In fact, the PML medium surrounding Bi absorbs the waves from Di but enhances
the waves from other sub-scatterers. We decompose the total scattering field into the addition of
the scattering waves from each individual sub-scatterer. Then surrounding each sub-scatterer, we
construct a layer of wave-absorbing medium to damp the outgoing waves from it. We proved that
the solution of the PML problem converge exponentially to the exact solution of (1) as either the
thickness of the layers or the medium properties increase. For the conforming finite element ap-
proximation of the PML problem, we propose an APML algorithm based on reliable a posteriori
error estimates.

The stiffness matrix of the system of algebraic equations has dense blocks produced by the
wave propagation operators. This makes the system hard to solve. We propose a block Gauss-
Seidel method for the solution of the system of algebraic equations. The block Gauss-Seidel
method is equivalent to an alternative iteration method for the discrete problem. Based on this
observation, we propose an alternative APML (AAPML) method. In the procedure of adaptive
iterations, the stiffness matrices of the AAPML method are sparse and independent of the DtN
operators and the wave propagation operators. In the last section, we present some numerical
experiments to demonstrate the efficiency of the AAPML method.

The layout of the paper is as follows. In Section 2, we prove that the solution of (1) can
be uniquely decomposed into the addition of purely outgoing waves from each individual sub-
scatterers. In Section 3, we study the PML finite element method for single scattering problems.
In Section 3.2, we introduce the conforming finite element approximation to the PML problem.
Reliable a posteriori error estimate is derived to control both the thickness of the PML and the
mesh refinements. In Section 4, we adopt the theories for single scattering problems to multiple
scattering problems to prove the exponential convergence of the PML method and to derive the
a posteriori error estimate. In Section 5, we proposed an alternative iteration method for the
solution of the coupled system. In Section 6, we proposed the APML and AAPML algorithms for
the multiple scattering problem. Three numerical experiments are also presented to demonstrated
the efficiency of the AAPML algorithm.
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2. Regular decomposition of the multiple scattering field

Let u be the solution of (1) and G(x, y) = eik|x−y|
4π|x−y| be the fundamental solution satisfying

∆G(x, y) + k2 G(x, y) = −δ(x, y). (2)

By the Kirchhoff-Helmholtz formula (see e.g. [17, Theorem 2.4]), u has the following representa-
tion:

u(x) =

∫

∂D

(∂G(x, y)
∂ny

u(y) − ∂u(y)
∂n

G(x, y)
)

dsy =

I∑
i=1

ui(x) ∀ x ∈ R3 \ D, (3)

where n is the unit outer normal of ∂D and

ui(x) =

∫

Γi

(∂G(x, y)
∂ny

u(y) − ∂u(y)
∂n

G(x, y)
)

dsy, Γi = ∂Di. (4)

From (2) and (4) we deduce that ui solves the following scattering problem:




∆ui + k2ui = 0 in R3 \ Di,

ui = g −∑I
j=1, j,i u j on Γi,

limr→∞ r
∣∣∣∂ui
∂r − ik ui

∣∣∣ = 0,

∀ 1 ≤ i ≤ I. (5)

Clearly (5) is a system of I scattering problems which are coupled by the Dirichlet boundary
conditions.

Theorem 2.1. Let u be the unique solution to problem (1) and ui, 1 ≤ i ≤ I solve (5). Then
u =

∑I
i=1 ui is the unique decomposition of u into purely outgoing waves.

Proof. The idea is drawn from the proof of [4, Proposition 1]. From (3), we need only prove the
uniqueness of the decomposition. By induction, it is sufficient to consider the case of I = 2. We
let u = v1 + v2 be another decomposition in R3\D where v1, v2 solve (5). Then wi = ui − vi satisfies

∆wi + k2wi = 0 in R3 \ Di and lim
r→∞

r
∣∣∣∂wi

∂r
− ik wi

∣∣∣ = 0, i = 1, 2.

Since D1,D2 are well-separated, without loss of generality, we can assume that D1 ⊂ B(0,R) ⊂
B(0, 2R) ⊂ R3 \ D2 where B(0,R) is the ball of radius R and centering at the origin.

By the interior regularity of elliptic problems, wi, i = 1, 2, are regular in R3 \ Di and admit the
following expansion in the vicinity of ∂B(0,R)

w1(r, θ, φ) =

∞∑
l=0

l∑
m=−l

almH(1)
l (kr)Ym

l (θ, φ),

w2(r, θ, φ) =

∞∑
l=0

l∑
m=−l

blmJl(kr)Ym
l (θ, φ).
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The uniqueness of u implies that w1 + w2 = 0 in R3\D. Thus

almH(1)
l (kr) + blmJl(kr) = 0, ∀ l ≥ 0, −l ≤ m ≤ l, R ≤ r ≤ 2R. (6)

Since H(1)
l and Jl are linearly independent, we have alm = blm = 0 for all l ≥ 0 and −l ≤ m ≤ l.

Thus w1 = w2 = 0 in B(0, 2R) \ B(0,R). By the unique continuity principle (see [17, Lemma 8.5]
and [18, Lemma 4.15]), we conclude v1 ≡ u1 and v2 ≡ u2 in R3\D.

3. PML finite element method for single scattering problems

Notice that (5) is a system of single scattering problems. This purpose of this section is to
study the PML finite element method for single scattering problems which plays a key role in the
PML finite element method for (1). Since most of the proofs in this section run parallel with the
two-dimensional case, we only present the main results and refer to [12] for the detailed proofs.

For convenience we omit the superscripts and subscripts and write (5) into the general single-
scattering problem: 




∆w + k2w = 0 in R3 \ S ,
w = fS on ∂S ,

limr→∞ r
∣∣∣∂w
∂r − ik w

∣∣∣ = 0,
(7)

where w = ui, S stands for the sub-scatterers Di, 1 ≤ i ≤ I, and fS stands for any of the Dirichlet
boundary conditions in (5). Without loss of generality, we assume that S nears the origin and
introduce a truncated domain B := (−L1, L1) × (−L2, L2) × (−L3, L3) such that S ⊂ B. By the
Kirchhoff-Helmholtz formula (see e.g. [17, Theorem 2.4]), w has the following representation:

w(x) =

∫

∂B

(∂G(x, y)
∂ny

w(y) − ∂w(y)
∂n

G(x, y)
)

dsy ∀ x ∈ R3 \ B. (8)

3.1. The PML problem
To introduce the absorbing PML for problem (7), we define a larger box

O = {x ∈ R3 : |xm| < Lm + dm, 1 ≤ m ≤ 3}.

Let αm(t) = 1 + iσm(t) be the model medium property of the PML surrounding B, where

σm(t) =

{
0 if |t| ≤ Lm,

σ̃m

(
|t|−Lm

dm

)n
if |t| > Lm.

Here σ̃m > 0 is a constant and n ≥ 0 is an integer. The uniaxial PML is defined by the complex
coordinate stretching

x̃m =

∫ xm

0
αm(t)dt = xm + i

∫ xm

0
σm(t)dt, m = 1, 2, 3, ∀ x ∈ O. (9)
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Clearly the scattering solution propagates as follows in the PML:

w(x̃) =

∫

∂B

(∂G(x̃, y)
∂ny

w(y) − ∂w(y)
∂n

G(x̃, y)
)

dsy ∀ x ∈ R3 \ B. (10)

Define w̃(x) := w(x̃) for any x ∈ O \ S . It is obvious that w̃ satisfies

∂2w̃
∂x̃2

1
+
∂2w̃
∂x̃2

2
+
∂2w̃
∂x̃2

3
+ k2w̃ = 0 in Ω := O \ S ,

which yields the desired PML equation in real coordinates

∇ · (A∇w̃) + bk2w̃ = 0 in Ω, (11)

where A = diag
(
α2α3
α1
, α1α3

α2
, α1α2

α3

)
is a diagonal matrix and b = α1α2α3.

In the rest of this paper, we make the following assumption on the fictitious medium property
which is rather mild in practical applications of the uniaxial PML method:

(H1)
∫ L1+d1

L1

σ1(t)dt =

∫ L2+d2

L2

σ2(t)dt =

∫ L3+d3

L3

σ3(t)dt = σ̄.

Theorem 3.1. Let (H1) be satisfied and γσ̄ ≥ 1 with γ := min(d1,d2,d3)√
(2L1+d1)2+(2L2+d2)2+(2L3+d3)2

. There exists

a constant C > 0 independent of σ̄ and d1, d2, d3 such that
∥∥w̃

∥∥
H1/2(∂O) ≤ Cα0(1 + kL)2e−kγσ̄ ‖w‖H1/2(∂B) ,

where α0 = max
x∈∂O

(|α1(x1)|, |α2(x2)|, |α3(x3)|).

Proof. The proof depends on the estimate of the modified Green function G(x̃, y) and runs parallel
with the two-dimensional case. We refer to [12, Section 3.1] for the proof in two dimension and
omit the details.

Theorem 3.1 states that w̃ decays exponentially in the PML. We define an approximate problem
of (7) by setting homogeneous Dirichlet boundary condition on the outer boundary





∇ · (A∇ŵ) + bk2ŵ = 0 in Ω,

ŵ = fS on ∂S ,
ŵ = 0 on ∂O.

(12)

A weak formulation of (12) is: Find ŵ ∈ H1(B \ S ) such that ŵ = fS on ∂S and

â(ŵ, v) :=
∫

B\S

(∇ŵ · ∇v̄ − k2ŵv̄
)

dx − 〈
T̂ ŵ, v

〉
∂B = 0 ∀ v ∈ H1

∂S (B \ S ), (13)

where for any Lipschitz domain Y and two-dimensional manifold Σ ⊂ Y , we define

H1
Σ(Y) := {v ∈ H1(Y) : v = 0 on Σ}.
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The DtN operator T̂ : H1/2(∂B) 7→ H−1/2(∂B) is defined by T̂ f := ∂η
∂n for any f ∈ H1/2(∂B), where

η solves 



∇ · (A∇η) + bk2η = 0 in ΩPML,

η = f on ∂B,
η = 0 on ∂O.

(14)

Recall that under the complex coordinate stretching, (14) is equivalent to the Helmhotz equation in
ΩPML with Dirichlet boundary conditions. By the spectral theory of compact operators, (14) has a
unique solution for all real k except possibly for a countable number of values. The well-posedness
of the PML problems has been constructed in [19] for two-dimensional case and in [10, 21] for
circular PML methods. But the well-posedness for the UPML problem in three-dimension has
retained an interesting open problem. In this paper we will not elaborate on this issue and simply
make the following assumption

(H2) There exists a unique solution to the Dirichlet PML problem (14) for any f ∈ H1/2(∂B).

Theorem 3.2. Let w be the solution of (7) and let (H1)–(H2) be satisfied. Then for sufficiently
large σ̄ > 0,the PML problem (12) has a unique solution ŵ ∈ H1(Ω). Moreover, there exists a
constant C which depends on k and σ̄ at most polynomially such that

‖w − ŵ‖H1(B\S ) ≤ Cα3
0(1 + kL)3e−kγσ̄ ‖ŵ‖H1/2(∂B) . (15)

Proof. The proof uses similar arguments as in the proof of [12, Theorem 3.8]. For the sake of
simplicity, we do not elaborate on the details here.

3.2. Finite element approximation to single scattering problems
To study finite element approximations, we introduce another weak formulation of (12): Find

w ∈ H1(Ω) such that w = fS on ∂S , w = 0 on ∂O, and

µ(w, v) :=
∫

Ω

(A∇w · ∇v̄ − bk2wv̄)dx = 0 ∀ v ∈ H1
0(Ω). (16)

LetMh be a regular conforming partition of Ω such that each element inMh is a tetrahedron.
Let Vh ⊂ H1(Ω) be the conforming linear finite element space over Ω. SinceMh yields a regular
triangulation of ∂S , Vh|∂S also defines a continuous linear finite element space on ∂S . Let fh :=
Πh fS ∈ Vh|∂S be a finite element approximation of fS , where Πh is chosen as the nodal interpolation
operator if fS ∈ C0(∂S ) and as the quasi-interpolation operator using local regularization [22, 23]
if fS < C0(∂S ). The finite element approximation to the PML problem (16) is: Find wh ∈ Vh such
that wh = fh on ∂S , wh = 0 on ∂O, and

µ(wh, v) = 0 ∀ v ∈ Vh ∩ H1
0(Ω). (17)

Following the general theory in [24, Chapter 5], the existence of unique solution of the discrete
problem (17) and the finite element convergence analysis depend on the following discrete inf-sup
condition

sup
0,v∈Vh∩H1

0 (Ω)

|µ(ψh, v)|
‖v‖H1(Ω)

≥ C‖ψh‖H1(Ω) ∀ψh ∈ Vh ∩ H1
0(Ω). (18)
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where the constant C > 0 is independent of the mesh size. Since the continuous problem (16) has
a unique solution by Theorem 3.2, the sesquilinear form µ: H1

0(Ω)×H1
0(Ω) satisfies the continuous

inf-sup condition. It is well-known that Vh ∩ H1
0(Ω) is dense in H1

0(Ω) as the mesh size h → 0.
Using a general argument of Schatz [25], (18) holds when the mesh size is sufficiently small, i.e.,
h � 1.

To derive the a posteriori error estimates for (17), we introduce

RK := ∇ ·
(

A∇(wh|K)
)

+ bk2(wh|K) in K ∈ Mh,

JF :=
[
(A∇wh) · nF

]
F

on any interior face F ofMh,

where [v]F := v|K1 − v|K2 on F for any F = K1 ∩ K2, K1,K2 ∈ Mh. Here nF is the unit normal to
face F, RK stands for the element residual of the discrete equation, and JF stands for the jump of
the normal flux on face F. For any K ∈ Mh, the local error indicator ηK is defined as

η2
K = ||hKRK ||2L2(K) +

1
2

∑

F⊂∂K\(∂S∪∂B)

hF ||JF ||2L2(F),

where hK , hF are the diameters of K, F respectively. Using similar arguments as in [12, Section 4],
we obtain the upper bound estimate of the a posteriori error estimate.

Theorem 3.3. Let (H1)–(H2) be satisfied and σ̄ be large enough. There exists a constant C which
depends on k and σ̄ at most polynomially such that

‖ŵ − wh‖H1(B\S ) ≤ C
{
‖ fS − fh‖H1/2(∂S ) + α2

0(1 + kL)
( ∑

K∈Mh

η2
K

)1/2

+ α3
0(1 + kL)3e−γkσ̄ ‖wh‖H1/2(∂B)

}
.

4. Multiple scattering problems

In Section 3, we have studied the UPML approximation and finite element approximation to
each single scattering problem in (5). In this section, we shall adopt the theories to the whole
system.

Denote Ri = diam(Di)/2 and let ci = (ci,1, ci,2, ci,3) ∈ R3 satisfy Di ⊂ B(ci,Ri). We define the
truncated domains Bi ⊃ Di as follows

Bi = {(x1, x2, x3) : |xm − ci,m| < Li,m, m = 1, 2, 3} 1 ≤ i ≤ I. (19)

For convenience and without loss of generality, we assume 2Ri < Li,m < 4Ri, m = 1, 2, 3 which
means that we are only interested in the scattering field in the neighborhood of D. Since D1, · · · ,DI

are well-separated, we also assume that Bi ∩ B j = ∅ for any 1 ≤ i < j ≤ I.
Let χi(x) = χ( x−ci

Ri
), 1 ≤ i ≤ I, be cutoff functions, where

χ(x) =





1, if |x| ≤ 1,
[1 + cos(π|x| − π)] /2, if 1 < |x| < 2,
0, if |x| ≥ 2.

(20)
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Clearly χi ∈ C1(R3), supp(χi) ⊂ Bi, and ‖∇χi‖0,∞,R3 ≤ 2/Ri. We introduce the wave propagation
operators as follows

Pi(v) =

∫

Bi\Di

(
∇yG(·, y)v(y) − ∇v(y)G(·, y)

)
· ∇χi(y)dy in R3 \ Bi, (21)

for any v ∈ H1(Bi \ Di) and 1 ≤ i ≤ I. Since χ j ≡ 1 on ∂D j, from (2), (5), and the formula of
integration by parts, we deduce that

Pi(ui) = ui in R3 \ Bi, 1 ≤ i ≤ I. (22)

The following lemma is an easy result of (21) and the estimation for the fundamental solution.

Lemma 4.1. There exists a constant Ck,Rmax only depending on k, Rmax such that

‖Pi(v)‖1,∞,B j
≤ Ck,Rmaxd

−1
min ‖v‖H1(Bi\Di) ∀ j , i, v ∈ H1(Bi \ Di),

where dmin := min
1≤i< j≤I

dist(Bi, B j) and Rmax := max
1≤i≤I

Ri.

A weak formulation of (5) is: Find ui ∈ H1(Bi \Di) such that ui = g−∑I
j=1, j,i P j(u j) on Γi and

ai(ui, v) = 0 ∀ v ∈ H1
Γi

(Bi \ Di), (23)

where the sesquilinear ai is defined by

ai(ψ, φ) :=
∫

Bi\Di

(∇ψ · ∇φ̄ − k2ψφ̄
)

dx − 〈Tiψ, φ〉∂Bi ∀ψ, φ ∈ H1(Bi \ Di).

The DtN operator Ti is defined as follows: Given fi ∈ H1/2(∂Bi), Ti fi =
∂ξi
∂n on ∂Bi, where ξi solves

the following scattering problem




∆ξi + k2ξi = 0 in R3 \ Bi,

ξi = fi on ∂Bi,

limr→∞ r
∣∣∣∂ξi
∂r − ikξi

∣∣∣ = 0,
1 ≤ i ≤ I. (24)

It is well-known that the scattering problem (23) has a unique solution ui ∈ H1
Γi

(Bi\Di) for any
given boundary condition ui|Γi ∈ H1/2(Γi) (cf. e.g. [16]). This implies that the following inf-sup
conditions hold with a constant CIS > 0

sup
0,ψ∈H1

Γi
(Bi\Di)

|ai(φ, ψ)|
‖ψ‖H1(Bi\Di)

≥ CIS ‖φ‖H1(Bi\Di) ∀ φ ∈ H1
Γi

(Bi \ Di), 1 ≤ i ≤ I. (25)
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4.1. UPML method for multiple scattering problems
We introduce the truncated domains for the PML as follows

Oi =
{

(x1, x2, x3) : |xm − ci,m| ≤ Li,m + dm, m = 1, 2, 3
}
, 1 ≤ i ≤ I. (26)

According to (9), the UPML in Oi is defined by the complex coordinate stretching

x̃m = xm + i
∫ xm−ci,m

0
σi,m(t)dt, 1 ≤ m ≤ 3, ∀ x ∈ Oi, (27)

where σi,m(t) = 0 if |t| ≤ Li,m and σi,m(t) = σ̃m

(
|t|−Li,m

dm

)n
if Li,m < |t| ≤ Li,m + dm. From (H1) we

easily know that
∫ Li,m+dm

Li,m

σi,m(t)dt = σ̄, ∀ 1 ≤ m ≤ 3, 1 ≤ i ≤ I.

In view of (12), we define the PML approximation to (5) by




∇ · (Ai∇ûi) + bik2ûi = 0 in Ωi = Oi \ Di,

ûi = g −∑I
j=1, j,i P j(û j) on Γi,

ûi = 0 on ∂Oi,

1 ≤ i ≤ I, (28)

where Ai = diag
(
αi,2αi,3
αi,1

, αi,1αi,3
αi,2

, αi,1αi,2
αi,3

)
and bi = αi,1αi,2αi,3 with αi,m = 1 + iσi,m, 1 ≤ m ≤ 3.

Theorem 4.2. Let (H1)–(H2) be satisfied and let ui, ûi, 1 ≤ i ≤ I be the solutions to (5) and (28)
respectively. Suppose σ̄, dmin are sufficiently large. There exists a constant C which depends on k,
σ̄ at most polynomially such that

I∑
i=1

‖ui − ûi‖H1(Bi\Di) ≤ Cα3
0(1 + kL)3e−kγσ̄

I∑
i=1

‖ûi‖H1/2(∂Bi) ,

where γ, α0, L are the constants in Theorem 3.2 and take their largest values among all 1 ≤ i ≤ I
with S = Di, B = Bi.

Proof. It is clear that (28) is the PML approximation of the scattering problems




∆Ui + k2Ui = 0 in R3 \ Di,

Ui = g −∑I
j=1, j,i P j(û j) on Γi,

limr→∞ r
∣∣∣∂Ui
∂r − ikUi

∣∣∣ = 0,

1 ≤ i ≤ I. (29)

Then Theorem 3.2 yields

‖Ui − ûi‖H1(Bi\Di) ≤ Cα3
0(1 + kL)3e−kγσ̄ ‖ûi‖H1/2(Γi) . (30)
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Denote ei = ui −Ui and fi =
∑I

j=1, j,i P j(û j − u j). Subtracting (29) from (5) and using (22), we
find that ei solve the following scattering problems





∆ei + k2ei = 0 in R3 \ Di,

ei = fi on Γi,

limr→∞ r
∣∣∣∂ei
∂r − ikei

∣∣∣ = 0,

1 ≤ i ≤ I.

By the trace theorem, there exists a φi ∈ H1(Bi \ Di) such that φi = fi on Γi and

‖φi‖H1(Bi\Di) ≤ C ‖ fi‖H1/2(Γi) ≤ Cd−1
min

I∑
j=1, j,i

∥∥u j − û j

∥∥
H1(B j\D j)

,

where we have used Lemma 4.1 and the constant C only depends on k and B1, · · · , BI . Since ei

satisfies (23), by the inf-sup condition in (25), we have

‖ei − φi‖H1(Bi\Di) ≤ C−1
IS sup

0,v∈H1
Γi

(Bi\Di)

ai(ei − φi, v)
‖v‖H1(Bi\Di)

= C−1
IS sup

0,v∈H1
Γi

(Bi\Di)

ai(φi, v)
‖v‖H1(Bi\Di)

≤ C ‖φi‖H1(Bi\Di) .

Then there exists a constant C only depends on k and B1, · · · , BI such that

‖ei‖H1(Bi\Di) ≤ C1d−1
min

I∑
j=1, j,i

∥∥u j − û j

∥∥
H1(B j\D j)

. (31)

Combining (30) and (31) leads to

‖ui − ûi‖H1(Bi\Di) ≤ Cα3
0(1 + kL)3e−kγσ̄ ‖ûi‖H1/2(Γi) + C1d−1

min

I∑
j=1, j,i

∥∥u j − û j

∥∥
H1(B j\D j)

.

Summing up the above inequality in i yields

I∑
i=1

‖ui − ûi‖H1(Bi\Di) ≤ Cα3
0(1 + kL)3e−kγσ̄

I∑
i=1

‖ûi‖H1/2(Γi) + C1Id−1
min

I∑
i=1

∥∥u j − û j

∥∥
H1(B j\D j)

.

Notice that dmin is large enough and the constant C1 only depends on k and B1, · · · , BI . We com-
plete the proof by letting dmin ≥ 2C1I.

4.2. A posteriori error estimate for multiple scattering problems
LetMi be the regular conforming trangulation of Ωi and Vi ⊂ H1(Ωi) be the conforming linear

finite element space overMi. We denote by Πi: C0(Ωi) 7→ Vi the nodal interpolation operator of
the linear Lagrangian finite elements onMi for 1 ≤ i ≤ I.

11



From (17), the finite element approximation to the PML problem (28) is: Find uh
i ∈ Vi such

that uh
i = f h

i on Γi, uh
i = 0 on ∂Oi, and

µi(uh
i , v) :=

∫

Ωi

(Ai∇uh
i · ∇v̄ − bik2uh

i v̄)dx = 0 ∀ v ∈ Vi ∩ H1
0(Ωi), 1 ≤ i ≤ I, (32)

where f h
i = gh − Πi

∑I
j=1, j,i P j(uh

j) and gh is some finite element approximation of g satisfying
gh|Γi ∈ Vi|Γi . Clearly (32) is a system of discrete equations coupled by the boundary conditions. It
is just the wave propagation operators P1, · · · , PI that produces dense blocks in the global stiffness
matrix.

For any 1 ≤ i ≤ I and any K ∈ Mi, the local error indicator ηK is defined as

η2
K = ||hKRK ||2L2(K) +

1
2

∑

F⊂∂K\∂S

hF ||JF ||2L2(F), (33)

where RK := ∇ ·
(

A∇(uh
i |K)

)
+ bk2(uh

i |K) in any K ∈ Mi and JF :=
[
(A∇uh

i ) · nF
]

F on any interior
face F ofMi.

Theorem 4.3. Let (H1)–(H2) be satisfied and let σ̄, dmin be large enough. Then
I∑

i=1

∥∥ui − uh
i

∥∥
H1(Bi\Di)

≤C
I∑

i=1

{∥∥∥g −
I∑

j=1, j,i

P j(uh
j) − f h

i

∥∥∥
H1/2(Γi)

+ α2
0(1 + kL)

( ∑

K∈Mi

η2
K

) 1
2

+ α3
0(1 + kL)3e−γkσ̄

∥∥uh
i

∥∥
H

1
2 (∂Bi)

}
,

where the constants C, α0, γ, L are same to those in Theorem 4.2.

Proof. An application of Theorem 3.3 shows that

∥∥ûi − uh
i

∥∥
H1(Bi\Di)

≤C
{∥∥∥g −

I∑
j=1, j,i

P j(uh
j) − f h

i

∥∥∥
H1/2(Γi)

+

∥∥∥
I∑

j=1, j,i

P j(û j − uh
j)
∥∥∥

H1/2(Γi)
(34)

+ α2
0(1 + kL)

( ∑

K∈Mi

η2
K

)1/2
+ α3

0(1 + kL)3e−γkσ̄
∥∥uh

i

∥∥
H1/2(∂Bi)

}
.

From Lemma 4.1, there exists a constant C1 only depending on k and B1, · · · , BI such that
∥∥∥

I∑
j=1, j,i

P j(û j − uh
j)
∥∥∥

H
1
2 (Γi)
≤ C1d−1

min

I∑
j=1, j,i

∥∥û j − uh
j

∥∥
H1(B j\D j)

.

Now we insert this inequality into (34) and sum up (34) in 1 ≤ i ≤ I. Then letting dmin ≥ 2IC1

yields
I∑

i=1

∥∥ûi − uh
i

∥∥
H1(Bi\Di)

≤C
I∑

i=1

{∥∥∥g −
I∑

j=1, j,i

P j(uh
j) − f h

i

∥∥∥
H1/2(Γi)

+ α2
0(1 + kL)

( ∑

K∈Mi

η2
K

) 1
2

+ α3
0(1 + kL)3e−γkσ̄

∥∥uh
i

∥∥
H1/2(∂Bi)

}
.
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From Theorem 4.2 we know that

I∑
i=1

‖ui − ûi‖H1(Bi\Di) ≤Cα3
0(1 + kL)3e−kγσ̄

I∑
i=1

‖ûi‖H1/2(∂Bi)

≤ Cα3
0(1 + kL)3e−kγσ̄

I∑
i=1

{∥∥ûi − uh
i

∥∥
H1(Bi\Di)

+
∥∥uh

i

∥∥
H1/2(∂Bi)

}
.

The proof is completed upon summing up the above two inequalities and letting Cα3
0(1+kL)3e−kγσ̄ <

1/2.

5. Alternative iteration method

As remarked previously, (32) is a coupled system of discrete problems. The wave propagation
operators P1, · · · , PI yield dense blocks in the global stiffness matrix and make the algebraic sys-
tem hard to solve. We shall propose an efficient method for the solution of (32) and derive the a
posteriori error estimate.

5.1. Block Gauss-Seidel method
For any 1 ≤ i ≤ I, we denote by Vi the set of vertices of Mi which are not on ∂Oi and

let bv ∈ Vi be the nodal basis function belonging to vertex v ∈ Vi. Then the solution of (32)
is represented as uh

i =
∑

v∈Vi
uh

i (v)bv. The discrete problem (32) is equivalent to the following
system of algebraic equations




A1 P1,2 · · · P1,I

P2,1 A2 · · · P2,I
...

... · · · ...
PI,1 PI,2 · · · AI







U1

U2
...
UI


 =




G1

G2
...
GI


 , (35)

where eachUi is an unknown vector whose entries areUi;v = uh
i (v) for all v ∈ Vi, Ai is the stiffness

matrix for the discrete problem of uh
i and its entries are defined by

Ai;v,v′ = µi(bv, bv′) ∀ v ∈ Vi\Γi and v′ ∈ Vi,

Ai;v,v′ = δv,v′ ∀ v ∈ Vi ∩ Γi and v′ ∈ Vi,

Pi, j, i , j, are the propagation matrices with the entries

Pi, j;v,v′ = 0 ∀ v ∈ Vi\Γi and v′ ∈ V j,

Pi, j;v,v′ =
(
P j(bv′)

)
(v) ∀ v ∈ Vi ∩ Γi and v′ ∈ V j,

and the entries of each vector Gi are given by

Gi;v = 0 ∀ v ∈ Vi\Γi and Gi;v = gh(v) ∀ v ∈ Vi ∩ Γi.

13



A block Gauss-Seidel method for the solution of (35) reads: Given U(0)
1 , · · · ,U(0)

I , define
U(n)

1 , · · · ,U(n)
I , n ≥ 1 by the solution of the following system of equations

AiU(n)
i = Gi −

i−1∑
j=1

Pi, jU(n)
j −

I∑
j=i+1

Pi, jU(n−1)
j , 1 ≤ i ≤ I. (36)

Write

un,h
i =

∑
v∈Vi

U(n)
i;v bv , n ≥ 0.

Clearly (36) is equivalent to the discrete weak formulation: Given
(
u0,h

1 , · · · , u0,h
I

)
, find un,h

i ∈ Vi

such that un,h
i = f n,h

i on Γi, un,h
i = 0 on ∂Oi, and

µi(un,h
i , v) :=

∫

Ωi

(Ai∇un,h
i · ∇v̄ − bik2un,h

i v̄)dx = 0 ∀ v ∈ Vi ∩ H1
0(Ωi), (37)

where

f n,h
i = gh − Πi

i−1∑
j=1

P j(un,h
j ) − Πi

I∑
j=i+1

P j(un−1,h
j ), 1 ≤ i ≤ I.

Clearly (37) is an alternative iteration scheme of (32).

5.2. An alternative iteration method for (28)
First we study an alternative iteration method for the continuous PML problem (28) :





∇ · (Ai∇û(n)
i ) + bik2û(n)

i = 0 in Ωi,

û(n)
i = g −∑i−1

j=1 P j(û
(n)
j ) −∑I

j=i+1 P j(û
(n−1)
j ) on Γi,

û(n)
i = 0 on ∂Oi,

1 ≤ i ≤ I, (38)

where n ≥ 1 and û(0)
1 , · · · , û(0)

I are given. By Theorem 3.2, (38) has a unique solution for each
1 ≤ i ≤ I. It is easy to see that (37) is an finite element approximation to (38).

Theorem 5.1. Let (H1)–(H2) be satisfied and let ui, û
(n)
i , 1 ≤ i ≤ I be the solutions to (5) and (38)

respectively. Suppose σ̄, dmin are large enough. Then

I∑
i=1

∥∥ui − û(n)
i

∥∥
H1(Bi\Di)

≤ Cα3
0(1+kL)3e−kγσ̄

I∑
i=1

‖ûi‖H1/2(∂Bi)+C1d−1
min

I∑
i=1

∥∥ui − û(n−1)
i

∥∥
H1(Bi\Di)

, (39)

where C, γ, α0, L are same to those in Theorem 4.2 and the constant C1 only depends on k and
B1, · · · , BI .
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Proof. It is clear that (38) is the PML approximation to the scattering problems




∆Ui + k2Ui = 0 in R3 \ Di,

Ui = g −∑i−1
j=1 P j(û

(n)
j ) −∑I

j=i+1 P j(û
(n−1)
j ) on Γi,

limr→∞ r
∣∣∣∂Ui
∂r − ikUi

∣∣∣ = 0,

1 ≤ i ≤ I. (40)

Then Theorem 3.2 yields
∥∥Ui − û(n)

i

∥∥
H1(Bi\Di)

≤ Cα3
0(1 + kL)3e−kγσ̄

∥∥û(n)
i

∥∥
H1/2(Γi)

. (41)

Define ei = ui − Ui and fi =
∑i−1

j=1 P j
(
û(n)

j − u j
)

+
∑I

j=i+1 P j
(
û(n−1)

j − u j
)
. Subtracting (40)

from (5) and using (22), we find that ei satisfies




∆ei + k2ei = 0 in R3 \ Di,

ei = fi on Γi,

limr→∞ r
∣∣∣∂ei
∂r − ikei

∣∣∣ = 0,

1 ≤ i ≤ I.

Using similar arguments as in the proof of Theorem 4.2, we obtain

‖ei‖H1(Bi\Di) ≤
C

dmin

{ i−1∑
j=1

∥∥u j − û(n)
j

∥∥
H1(B j\D j)

+

I∑
j=i+1

∥∥u j − û(n−1)
j

∥∥
H1(B j\D j)

}
.

Combining the above inequality with (41) and summing them up in i, we have

I∑
i=1

∥∥ui − û(n)
i

∥∥
H1(Bi\Di)

≤Cα3
0(1 + kL)3e−kγσ̄

I∑
i=1

∥∥û(n)
i

∥∥
H1/2(Γi)

+ C1Id−1
min

I∑
i=1

{∥∥ui − û(n)
i

∥∥
H1(Bi\Di)

+
∥∥ui − û(n−1)

i

∥∥
H1(Bi\Di)

}
.

Notice that dmin is large enough and the constant C1 only depends on k and B1, · · · , BI . We com-
plete the proof by letting dmin ≥ 2C1I.

Remark 5.2. If we choose σ̄ so large that the first term on the righthand side of (39) is negligible,
then the iteration error En :=

∑I
i=1

∥∥ui − û(n)
i

∥∥
H1(Bi\Di)

satisfies

En ≤ C1d−1
minEn−1 ≤ · · · ≤

(
C1d−1

min

)n
E0. (42)

Since the sub-scatterers are well-separated, (42) yields the exponential convergence of the alterna-
tive iteration method for 0 < C1d−1

min < 1.

For any K ∈ ∪I
i=1Mi, let ηK be the local error indicators in (33) with uh

i replaced by un,h
i . By

Theorem 3.3 and Lemma 4.1, we easily get the theorem on the a posteriori error estimate of un,h
i .
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Theorem 5.3. Let (H1)–(H2) be satisfied and let σ̄, dmin be large enough. Then

∥∥û(n)
i − un,h

i

∥∥
H1(Bi\Di)

≤ Cηn + C1d−1
min

I∑
j=i+1

∥∥û(n−1)
j − un−1,h

j

∥∥
H1(B j\D j)

,

where C,C1 are the constants in Theorem 5.1 and the a posteriori error estimate is defined by

ηn :=
∥∥ f n

i − f n,h
i

∥∥
H

1
2 (Γi)

+ α2
0(1 + kL)

( ∑

K∈Mi

η2
K

) 1
2

+ α3
0(1 + kL)3e−γkσ̄

∥∥un,h
i

∥∥
H

1
2 (∂Bi)

,

f n
i :=g −

i−1∑
j=1

P j(un,h
j ) −

I∑
j=i+1

P j(un−1,h
j ).

Remark 5.4. As n→ ∞, Theorem 5.3 indicates that
∥∥û(n)

i − un,h
i

∥∥
H1(Bi\Di)

is mainly bounded by the
a posteriori error estimate ηn, and Theorem 5.1 indicates that ηn also provides an upper bound for∥∥ui − un,h

i

∥∥
H1(Bi\Di)

. Our numerical experiments show that d−1
min

∑I
j=2

∥∥u j − un−1,h
j

∥∥
H1(B j\D j)

becomes
very small after a few iterations (e.g., n = 3) if dmin � Rmax (see Lemma 4.1).

6. Adaptive UPML algorithms and numerical experiments

In this section, we propose two adaptive UPML algorithms, i.e. APML and AAPML, and
demonstrate the efficiency of AAPML by some numerical experiments. The implementation of
our algorithms is based on the adaptive finite element package PHG (Parallel Hierarchical Grid
[26, 27]).

6.1. Adaptive UPML algorithms
We denote the mesh for the computational domain byMh = ∪I

i=1Mi. Let ω = α3
0(1 + kL)3e−γkσ̄

be the PML reduction factor and let ηh :=
(∑

K∈Mh
η̄2

K

)1/2 be the a posteriori error estimate with

η̄K :=
∑

F⊂∂K∩Γi

h
1
2
F

∥∥∥gh −
∑

j,i

P j(uh
j)
∥∥∥

H1(F)
+ α2

0(1 + kL)ηK ∀K ∈ Mi, 1 ≤ i ≤ I. (43)

Now we propose the adaptive PML (APML) algorithm for solving (32).

Algorithm 6.1. (APML)
Given the tolerance ε > 0.

1. Fix the truncated domains Bi by choosing Li,1, Li,2, Li,3, 1 ≤ i ≤ I.
2. Set the PML absorbing layers by choosing d1, d2, d3 and the medium properties such

that (H2) is satisfied and ω < 10−8.
3. Construct an initial triangulation Mi for each Ωi := Oi \ Di, 1 ≤ i ≤ I and set the error

estimate by ηh = 1.
4. While ηh > ε do
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• refineMh according to the GERS strategy (cf. e.g. [28]) :

If
(∑

K∈Mr
h
η̄2

K

)1/2
> θηh, refine all elements inMr

h, where 0 < θ < 1 andMr
h is

the smallest subset ofMh satisfying the above inequality.

• solve (32) on the newMh;

• compute η̄K for all K ∈ Mh and ηh using the new solution of (32).

end while

To solve (37) or (35), we define the a posteriori error estimate η̂K as follows:

η̂K :=
∑

F⊂∂K∩Γi

h
1
2
F

∥∥∥gh −
i−1∑
j=1

P j(uh
j) −

I∑
j=i+1

P j(uH
j )

∥∥∥
H1(F)

+ α2
0(1 + kL)ηK ∀K ∈ Mi, 1 ≤ i ≤ I. (44)

Here uh
i is the solution on the newly refined mesh and uH

i is the solution on the coarse mesh. Let
η̂h :=

(∑
K∈Mh

η̂2
K

)1/2. Now we propose the alternative APML (AAPML) algorithm for solving
(37) or (35).

Algorithm 6.2. (AAPML)
Given the tolerance ε > 0.

1. Fix the truncated domains Bi by choosing Li,1, Li,2, Li,3, 1 ≤ i ≤ I.
2. Set the PML absorbing layers by choosing d1, d2, d3 and the medium properties such

that (H2) is satisfied and ω < 10−8.
3. Construct an initial triangulationMi for each Ωi, 1 ≤ i ≤ I.
4. Solve (32) for uh

1, · · · , uh
I on the coarse meshMh and compute the error indicators η̂K =

η̄K, K ∈ Mh by (43). Set η̂h =
(∑

K∈Mh
η̂2

K

)1/2
.

5. While η̂h > ε do

• set uH
i := uh

i for all 1 ≤ i ≤ I;

• refineMh according to the GERS strategy using η̂h and {η̂K : K ∈ Mh};
• on the new Mh, solve (37) for the new solution uh

i with the boundary conditions
uh

i = 0 on ∂Oi and

uh
i = gh −

i−1∑
j=1

P j(uh
j) −

I∑
j=i+1

P j(uH
j ) on Γi, 1 ≤ i ≤ I;

• compute η̂K, K ∈ Mh and η̂h by (44) and using uh
i , u

H
i , 1 ≤ i ≤ I.

end while

By Algorithm 6.2, the coupled system (32) is only solved on the initial mesh which is very
coarse (see Step 4). After that, we only solve one single scattering problem by (37) on each
refined meshMi. It is clear that Algorithm 6.2 provides an economic and efficient approach for
the solution of multiple scattering problems.
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6.2. Numerical experiments
Now we report two numerical examples to demonstrate the efficiency of the AAPML algo-

rithm. We set the wave number by k = 5, set the PML parameters by σ̃1 = σ̃2 = σ̃3 = 7, n = 0 in
(27), and set θ = 0.3 for the factor in the GERS refinement strategy.

The numerical results are computed by two adaptive PML methods using the second-order
Lagrange finite elements: one is the AAPML algorithm (Algorithm 6.2), the other is the adaptive
PML method for (1) with global truncations D ⊂ B ⊂ O (i.e., both B and O are cubic domains).
In both cases, we denote by Mh the partition of the total computational domain, by uh the finite
element approximation to the exact solution u, by ηh the a posteriori error estimate overMh, and
by Nh the number of elements inMh. Furthermore, we denote by Ω = B \ D or Ω = ∪I

i=1(Bi \ Di)
the domain where the scattering field is desired.

Example 6.1. We consider the double scattering problem with two cubic sub-scatterers D1 =

(−2.6, −2.4) × (−0.1, 0.1) × (−0.1, 0.1) and D2 = (2.4, 2.6) × (−0.1, 0.1) × (−0.1, 0.1). The
Dirichlet boundary condition on ∂D1 ∪ ∂D2 is set by the exact solution

u(x) =
eikr1

r1
+

eikr2

r2
, r1 = |x − c1|, r2 = |x − c2|,

where c1 = (−2.5, 0, 0) and c2 = (2.5, 0, 0). Clearly u stands for the addition of two point sources
located at c1, c2 respectively. The truncated domains are defined by L1,m = L2,m = 0.2 and dm = 0.5
for m = 1, 2, 3.
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Figure 2: Quasi-optimality of adaptive PML methods for Example 6.1.

In Figure 2, the curve with “circles” and the curve with “stars” show the reduction rate of
log ‖u − uh‖H1(Ω) with respect to log Nh, the curve with “squares” and the curve with “triangles”
show the reduction rate of log ηh with respect to log Nh. The figure shows that both the AAPML
algorithm and the adaptive PML method with global truncations yield quasi-optimal reduction
rates: ‖u − uh‖H1(Ω) ∼ CN−2/3

h and ηh ∼ CN−2/3
h . The initial meshes for the two methods yield
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approximate error estimates, but have different numbers of elements. During mesh refinements,
the difference between the numbers of elements almost keep invariant since the two methods yield
similar rates of error reduction. Figure 3 shows the adaptively refined mesh with 224, 262 elements
generated by the AAPML algorithm. Figure 4 shows the mesh on a slice of the domain which
parallels to the x–z plane. To insure that the reflections from the truncated boundary are negligible,
we set the PML reduction factor ω very small in Algorithm 6.1 and 6.2. This results a thick PML
compared with the interior domain. However, since the solution decays exponentially in the PML,
the mesh becomes much coarse away from the inner boundary.

Figure 3: An adaptive mesh with 224, 262 elements generated by the AAPML algorithm for Example 6.1.

Figure 4: The slice of the mesh in Figure 3 cut by the x–z plane.

One of the important quantities in the scattering problems is the far-field pattern:

u∞(x̂) =
1

4π

∫

∂D

(
u(y)

∂e−ikbx·y

∂ny
− ∂u(y)

∂n
e−ikbx·y

)
dsy,

where x̂ := x/|x| = (cos θ cos φ, cos θ sin φ, sin θ). Figure 5(a) and 5(b) show the far-field pattern
u∞(x̂) in two observation directions (θ, φ) = (0, π/2), (π/4, π/4). Clearly the approximate far-field
pattern converges quickly and coincides very well with the exact values as the number of elements
increasing.

Example 6.2. This example concerns the scattering of the incident plane wave uI = e−ik d·x with
d = (1, 1,

√
2)/2. The Dirichlet boundary condition is set by u = −uI on ∂D. The scatterer consists
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(a) Far-field pattern in direction (0,1,0).
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(b) Far-field pattern in direction (1,1,1).

Figure 5: Real part (FD Re), imaginary part (FD Im), and the norm (FD Norm) of the far-field pattern for
Example 6.1.

of two L-shaped sub-scatterers D1,D2 and one U-shaped sub-scatterer D3. The truncated domains
are defined by L1,m = L2,m = L3,m = dm = 0.5 for m = 1, 2, 3.

Figure 6 shows log ηh–log Nh curves for Example 6.2. The curve with “squares” shows the
reduction rate of ηh obtained by the AAPML algorithm and the curve with “circles” shows the
results by the adaptive PML method with global truncations. It indicates that both the AAPML
algorithm and the adaptive PML method with global truncations yield quasi-optimal reduction rate
of the a posteriori error estimates: ηh ∼ CN−2/3

h . Compared with Figure 2, Figure 6 indicates that
the AAPML algorithm produces much less elements than the adaptive PML method with global
truncations in the case of many sub-scatterers.
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Figure 6: Quasi-optimality of adaptive PML methods for Example 6.2.

Figure 7 shows the real part of the numerical solution. It is clear that the solution decays very
fast in the PML and becomes flat away from the inner boundary of the layer. Figure 8 shows the
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adaptively refined mesh with 143, 486 elements generated by the AAPML algorithm. Figure 9
shows the mesh on a slice of the domain which parallels to the x–z plane. Similar to Example 2,
the mesh becomes much coarse away from the inner boundary of the PML due to the exponential
decay of the solution.

Figure 7: The real part of the solution of Example 6.2.

Figure 8: An adaptive mesh with 143, 486 elements produced by the AAPML algorithm for Example 6.2.
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Figure 9: The slice of the mesh in Figure 8 cut by the x–z plane.

Example 6.3. As in Example 6.1, we consider the double scattering problem with two cubic sub-
scatterers D1, D2 whose edge length is 0.2. The exact solution is chosen as

u(x) =
eikr1

r1
+

eikr2

r2
, r1 = |x − c1| , r2 = |x − c2| ,

where c1, c2 are respectively the centers of the two sub-scatterers.

This example investigates how the convergence of the alternative iteration method depends on
the distance between scatterers

d = |c1 − c2| − 0.2 .

To define the truncated domains B1, B2 and the computational domains O1,O2 in (19) and (26),
we set L1,m = L2,m = 0.2 and dm = 0.1 for 1 ≤ m ≤ 3. Let (uh

1, u
h
2) be the solution to the coupled

discrete system (32). Let
(
un,h

1 , un,h
2

)
be the approximate solution of the block Gauss-Seidel scheme

(36) or the alternative iteration scheme (37). We define the relative error by

en =
(∥∥uh

1 − un,h
1

∥∥2

H1(Ω1) +
∥∥uh

2 − un,h
2

∥∥2

H1(Ω2)

)1/2 (∥∥uh
1

∥∥2
H1(Ω1) +

∥∥uh
2

∥∥2
H1(Ω2)

)−1/2
, n ≥ 1.

In all computations of this example, the meshM1 ∪M2 has 16416 elements and 48724 DOFs
(see Fig. 10–12). Table 1 shows the convergence of the block Gauss-Seidel method (36) where
the distance between two scatterers varies from d = 0.5 to d = 2.0. It holds asymptotically that

en ∼ d−2n.
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Heuristically this can also be seen from Lemma 4.1. In fact, from (37), computing un,h
1 from un−1,h

1
will use the wave propagation operators twice, i.e. P1

(
un−1,h

1

)
in computing un−1,h

2 and P2
(
un−1,h

2

)

in computing un,h
1 . Then Lemma 4.1 indicates that the iterative error is reduced by a factor d−2.

Figure 10: The mesh on slice x1 = 0 of the domain. d = 0.5 .

Figure 11: The mesh on slice x1 = 0 of the domain. d = 1.0 .

Figure 12: The mesh on slice x1 = 0 of the domain. d = 2.0 .

Remark 6.4. The PMLs in Example 6.1–6.2 are much thicker than the interior. They are resulted
from the criterion for the PML reduction factor in Algorithm 6.1–6.2 :

ω = α3
0(1 + kL)3e−γkσ̄ < 10−8.

This choice makes the truncation error of boundary conditions much smaller than numerical errors.
We would like to give some comments on this point:

1. Choosing a thick PML, we show that the number of DOFs is insensitive to the thickness
of PML for adaptive finite element method. From Figure 4 and 9 we find that the method
yields very coarse meshes away from the inner boundary of the PML. Using adaptive finite
element method, thick PML only yields a small number of additional DOFs compared with
thin PML.
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d = 0.5 d = 1.0 d = 2.0
n en en/en−1 en en/en−1 en en/en−1

1 1.42 × 10−1 7.40 × 10−2 4.19 × 10−2

2 3.31 × 10−3 2.33 × 10−2 5.26 × 10−4 7.11 × 10−3 7.50 × 10−5 1.79 × 10−3

3 8.38 × 10−5 2.53 × 10−2 3.63 × 10−6 6.9 × 10−3 1.35 × 10−7 1.8 × 10−3

4 2.12 × 10−6 2.53 × 10−2 2.66 × 10−8 7.33 × 10−3 5.57 × 10−9 4.13 × 10−2

5 5.45 × 10−8 2.57 × 10−2

Table 1: Convergence of the block Gauss-Seidel method with respect to varying distance between two scatterers.

2. Setting ω < 10−8 is unnecessary for engineering computations. One wavelength is usually
an acceptable thickness of PML in most cases.

3. The scatterers in our numerical experiments are unnecessarily very far from each other,
especially for Example 6.3. They indicate that the method also works for relatively close
scatterers.

4. For close scatterers, it holds on each adaptive mesh that

Nh ≈
I∑

i=1

Ni,

where Nh is the number of DOFs for global truncation which compasses all scatterers, and Ni

is the number of DOFs of the meshMi for individual truncations (see Section 4.2). However,
Algorithm 6.2 (AAPML) only amounts to one step of block Gauss-Seidel method for the
algebraic system of the global truncation, whose block sizes are approximately N1, · · · ,NI .
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