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Abstract

We present a natural framework for constructing energy-stable time discretization schemes. By leveraging

the Onsager principle, we demonstrate its efficacy in formulating partial differential equation models for diverse

gradient flow systems. Furthermore, this principle provides a robust basis for developing numerical schemes

that uphold crucial physical properties. Within this framework, several widely used schemes emerge naturally,

showing its versatility and applicability.
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1 Introduction

Physical systems inherently exhibit critical properties such as energy conservation/dissipation relations, mass con-

servation, and positive densities. Designing numerical schemes that preserve fundamental characteristics is crucial

for accurately modeling and simulating complex systems. The long tradition of developing structure-preserving

numerical methods within the numerical analysis community reflects the importance of maintaining these essen-

tial properties in simulation techniques. For conservative dynamical systems, a variety of numerical methods have

been developed, including symplectic integrators [57, 50, 17] and varitional integrators [43], each based on differ-

ent (but equivalent) formulations of the system. Moreover, structure preserving schemes have been extended to

encompass more general Lie-Poisson systems [14, 6]. For a more comprehensive introduction to these methods, see

[43, 21, 18, 45] and the references therein.

Recently, there has been growing interest in developing numerical schemes that ensure energy stability for dissipative

systems. Specifically, for dissipative physical systems involving nonconserved unknowns, such as the Allen-Cahn

equation, the energy dissipation relation is a crucial property influencing the stability of numerical schemes. This

area of research has attracted considerable attention, particularly cerning energy stability. Previous studies ([15,

61, 54]) have established foundational work, while more recent contributions ([64, 67, 53]) have advanced efficient

approaches for ensuring energy stability.

For dissipative physical systems with conservative unknowns, such as density in the Fokker-Planck equation or in the

Planck-Nernst-Poisson systems, maintaining mass conservation, alongside the energy dissipation law, is essential.

Additionally, ensuring the positivity or boundedness of solutions is critical in various applications. Recent advances
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have been made in developing numerical methods that preserve these solution properties (see, e.g., [38, 35, 29,

11, 4, 30], and references therein). These developments involve a range of techniques, including explicit-implicit

time discretizations applied to various PDE reformulations (e.g., [37, 3, 32, 22, 11, 30, 12]) and the use of optimal

transport distances ([29, 4, 33]). Designing higher-order schemes (beyond second order) that preserve all three

solution properties remains a challenging task. Ongoing research in higher-order spatial discretizations explores

the integration of limiting techniques to ensure solution bounds (see, e.g., [38, 35, 55, 36, 5] for applications of

discontinuous Galerkin methods). This paper presents a fresh perspective rooted in the Onsager principle, aiming

to explore structure-preserving numerical methods for both categories of dissipative physical systems.

The Onsager principle, a fundamental law in thermodynamic physics [46, 47], has played a crucial role as a modeling

tool in various soft matter problems [9]. In recent years, it has been employed not only as a modeling tool but

also as an approximation tool for deriving reduced models [10, 42, 63], as well as in the development of numerical

methods [41, 62, 60, 40], among other applications. This effort to enhance the application of the Onsager principle

faces two key challenges: (1) Selecting appropriate slow variables for effective application of the Onsager principle;

and (2) identifying various free coefficients within the structured dynamical system. The present study specifically

addresses the utilization of the Onsager principle to derive a natural time discretization for equations of interest.

The Onsager principle extends the Rayleigh’s principle of the least energy dissipation in Stokesian hydrodynamics

and is a well-established model for the dynamics of dissipative systems near equilibrium. To elucidate the Onsager

principle, we initiate the explanation by considering an ordinary differential system with gradient flow structure.

Given the generalized coordinates y = (y1, · · · , ys)⊤, their dynamical evolution is described by the equation

Aẏ = −∇U(y),

where we use the dot for the time derivative, ẏ = ∂ty, U represents a potential function. The matrix A characterizes

the energy dissipation in the system and is positive semi-definite, satisfying y ·Ay ≥ 0 for all y. A key insight from

Onsager establishes that if the system exhibits microscopic time reversibility, then A is symmetric (A = A⊤). This

reciprocal relation allows us to express the above time evolution equation as a variational principle. Introducing

the Rayleighian

R = Φ+ U̇ , (1)

where Φ is defined by

Φ =
1

2
∥z∥2A :=

1

2
z ·Az, z = ẏ

and U̇ is defined by

U̇ = ∇U · ẏ.

The force balance equation is equivalent to the condition ∇ẏR = 0. In other words, the evolution of y is determined

by the requirement that R is minimized with respect to ẏ. This is the essence of the Onsager principle.

Now, let’s employ the same principle to discretize the equation. We straightforwardly adopt a discrete form of R:

Φ(z) +
U(y)− U(yk)

τ
,

subject to

z =
y − yk
τ

.

Here, τ represents the time step, and yk is the solution update at time tk = kτ . With a fixed time step, we can
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determine yk+1 by solving a constraint optimization problem:

yk+1 = argminy,z

{
Φ(z) +

U(y)− U(yk)

τ
, y = yk + τz

}
= argminy,z {U(y) + τΦ(z), y = yk + τz}

= argminy

{
U(y) +

1

2τ
∥y − yk∥2A

}
.

This scheme is known in the literature as the De Giorgi’s minimizing movement scheme [8, 1]. This scheme exhibits

unconditional energy stability, meaning that

U(yk+1) +
1

2τ
∥yk+1 − yk∥2A ≤ U(yk)

holds for any τ > 0.

In this paper, we will apply the above methodology to a broad class of dissipative physical systems, which might have

complicated multi-physics processes. We first show that the Onsager principle can be used to derive the evolution

equations for both conserved and non-conserved unknowns. Typical examples include some celebrated nonlinear

partial differential equations (PDEs), e.g. the Allen-Cahn equation, the Cahn-Hilliard equation, the Fokker-Planck

equations, the Planck-Nernst-Poisson systems, the Maxwell-Stefan diffusion equation, and the relatively new ther-

modynamically consistent models for two-phase flow in porous media. We then consider the time discretization

of the dissipative systems. We consider separately the two categories of problems with conserved or nonconserved

unknowns. For problems with nonconserved parameters, the time discrete scheme is similar to that for ODEs.

For systems with conserved parameters, we derive novel numerical schemes, which lead to solving an optimization

problem in each time step. We show that all the schemes preserve the energy dissipation structure of continuous

problems. The mass conservation property is also preserved for conserved parameters. We present the applications

of the method to the above mentioned PDEs with conserved or nonconserved unknowns. Since we focus on the

time discrete schemes, the space discretization and the solution of the optimization problem can be chosen freely.

For problems with nice convexity property, e.g. when the discrete energy functional is convex, the solution of the

optimization problem can be very efficient.

Finally, it is important to note that the Onsager principle applies only to purely dissipative systems where inertia

effects are negligible. In systems where inertia plays an important role, the Onsager principle cannot be used directly.

Instead, generalized variational forms can be employed, such as the GENERIC approach [20, 48], the metripletic

formulation [44], the energetic variational approach [16, 24], and the generalized Onsager principle [65, 58], among

others [56, 66]. These generalized variational forms have also been used to develop numerical schemes in recent

studies (e.g., [31, 59]).

The structure of the rest of paper is organized as follows. In Section 2, we present the derivation of the evolution

equations by using the Onsager principle. In Section 3, we derive the time discrete schemes for two abstract problems,

including many important PDEs as specific examples. In Section 4, we discuss briefly the spacial discretization and

the optimization methods. We also present some numerical examples to show that our methods can indeed preserve

the corresponding physical properties. Some concluding remarks are given in Section 5.

2 Onsager principle as a modeling tool

Consider a complete set of variables, denoted as u = (u1, · · · , us)T , that characterize a physical system in Ω ∈ Rm.

Let ∂tu = (∂tu1, · · · , ∂tus)T represent the time derivative of u. Assuming the system undergoes an irreversible

process within a linear response regime and neglecting inertial effects, the process can be derived by using the the

renowned Onsager variational principle. We demonstrate this for two distinct scenarios: one involving a system

without conservation and the other for a mass conserved system.
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2.1 Systems for nonconserved parameters

Let E(u) represent the free energy functional in a system. Its time derivative can be denoted as Ė(u; ∂tu). According

to the Onsager reciprocal relation, the energy dissipation function is a positive definite quadratic functional with

respect to ∂tu and can be expressed by Φ(u; ∂tu), satisfying

Φ(u;λv) = λ2Φ(u;v), Φ(u;v) ≥ 0, ∀λ ∈ R, v : Ω → Rs. (2)

The Rayleighian functional is then defined as

R(u; ∂tu) := Ė(u; ∂tu) + Φ(u; ∂tu). (3)

By the Onsager principle, the dynamic equation of the system can be derived by minimizing the Rayleighean

functional with respect to ∂tu, i.e.,

min
∂tu

R(u; ∂tu). (4)

It is noteworthy that R(u; ∂tu) is a quadratic positive definite form with respect to ∂tu and

Ė(u; ∂tu) = ⟨δE(u)
δu

, ∂tu⟩.

Here ⟨·, ·⟩ denotes the L2 inner product. This variational problem straightforwardly leads to the dynamic equation:

δΦ

δ(∂tu)
+
δE(u)
δu

= 0. (5)

Here δΦ
δ(∂tu) =

δΦ
δv (u;v)

∣∣∣
v=∂tu

, or more precisely, ⟨ δΦ
δ(∂tu) , δv⟩ =

d
dsΦ(u;v + sδv)

∣∣∣
s=0,v=∂tu

.

2.2 Systems for conserved parameters

In many systems, certain physical variables are conserved, such as the total mass of each component in a binary

system, particularly in the absence of phase transitions in the bulk and under normal flux across the boundary. In

such cases, we typically encounter a set of conservation equations:

∂tui +∇ · ji = 0, i = 1, . . . , s. (6)

Here ji represents the flux corresponding to ui. We assume that the problem is defined in a bounded domain Ω,

and ji · n = 0 on ∂Ω, where n is the outward unit normal vector. In such a system, the energy dissipation can

be defined as a quadratic functional Φ(u; j) with respect to j := (jT1 , · · · , j
T
s )

T . Applying the Onsager reciprocal

relation, we assume that Φ(u; j) is a positive definite quadratic form with respect to j, satisfying

Φ(u;λj) = λ2Φ(u; j), Φ(u; j) ≥ 0, ∀λ ∈ R, j : Ω → Rms.

The Rayleighean functional is then given by

R(u; ∂tu, j) := Φ(u; j) + Ė(u; ∂tu). (7)

By the Onsager principle, the dynamics of the system can be obtained by minimizing the Rayleighean functional

with respect to (∂tu, j) under the constraints of mass conservation equations, i.e.,

min
∂tu,j

R(u; ∂tu, j), (8)

s.t. ∂tui +∇ · ji = 0, i = 1, . . . , s.
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Here and in what follows, “s.t.” is an abbreviation for “subject to”. Once again Ė(u; ∂tu) is a linear functional

with respect to ∂tu. Introduce some multiplies µi, and define

Rµ := R−
s∑

i=1

∫
Ω

µi(∂tui +∇ · ji) dx .

The variational problem reduces to a dynamics equation given by the Euler-Lagrange equation of Rµ,
∂tui +∇ · ji = 0, i = 1, . . . , s,
δΦ
δji

+∇µi = 0, i = 1, . . . , s,
δE
δui

− µi = 0, i = 1, . . . , s.

(9)

In the derivation of the second equation, we have used integration by parts and the boundary condition that ji = 0

on ∂Ω. For simplicity, we assume there are no fluxes on the boundary ∂Ω throughout the paper. Other types

of boundary conditions can also be discussed, but they are more involved within the framework of the Onsager

principle. We will show some examples below.

Remark 1 In the derivations above, we begin with free energy and dissipation functions and apply the Onsager

principle to derive a dynamic equation. These functions typically reflect the physical properties of the actual system

under consideration. Alternatively, in certain applications, one might begin with a PDE. In such cases, the energy

and dissipation functions can be determined by analyzing the energy dissipation structure of the PDE. However,

the specific energy and dissipation functions identified may not always be unique (see [13] for an example with the

porous media equation).

Remark 2 In certain applications, the system is not entirely dissipative, meaning that the inertial effects cannot be

neglected. In such cases, convective terms appear in the dynamic equations (e.g., the Navier-Stokes equations). It

is important to note that these systems cannot be modeled directly using the Onsager principle. Alternative methods

may be employed, such as the GENERIC method [20], the energetic variational method [16], and the generalized

Onsager principle [58], among others.

2.3 Application Examples

We present several examples widely used in science and engineering.

Example 1: The Allen-Cahn equation.

The Allen-Cahn equation (after John W. Cahn and Sam Allen) is a reaction–diffusion equation of mathematical

physics which describes the phase transition of a system, characterized by an order parameter u, a scalar function

defined in a domain Ω ⊂ Rm. The domain Ω represents the physical space occupied by the system.

In this context, the energy functional and the dissipation function are defined as follows:

E(u) =

∫
Ω

α

2
|∇u|2 + F (u) dx+

∫
∂Ω

γ(u) dS, (10)

Φ(∂tu) =
ξ0
2

∫
Ω

|∂tu|2 dx+
ξ1
2

∫
∂Ω

|∂tu|2 dS . (11)

Here, α is a positive parameter, ξ0, ξ1 are parameters, and F (u) represents the bulk free energy density, typically

modeled as a double-well function, with a common choice being F (u) = (1−u2)2

4 . The term γ(u) denotes the free

energy density on the boundary, assuming the presence of energy dissipation at the system boundary.

Direct calculations yield the following expression:

Ė(u, ∂tu) =

∫
Ω

α∇u · ∇∂tu+ F ′(u)∂tudx+

∫
∂Ω

γ′(u)∂tudS

=

∫
Ω

(−α∆u+ f(u))∂tudx+

∫
∂Ω

(α∂nu+ γ′(u))∂tudS . (12)
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In the second line, we have utilized integration by parts and introduced the notation f(u) = F ′(u).

The dynamic equation for the nonconserved coefficient is then reduced to:

ξ0∂tu− α∆u+ f(u) = 0, in Ω; (13)

ξ1∂tu+ α∂nu+ γ′(u) = 0, on ∂Ω. (14)

When ξ1 = 0, the boundary condition becomes an equilibrium condition, describing the wetting property of the

boundary ∂Ω [41]. If we further assume that γ is independent of u, then the boundary condition is reduced to the

standard homogeneous Neumann condition.

Example 2: The Cahn-Hilliard equation.

The Cahn-Hilliard equation (after John W. Cahn and John E. Hilliard) is an equation of mathematical physics

which describes the process of phase separation in a system, characterized by an order parameter u. The free

energy functional is identical to that of the Allen-Cahn equation in Equ. (10). However, in this case, the parameter

u is conserved and satisfies

∂tu+∇ · j = 0, in Ω, j · n|∂Ω = 0,

where j : Ω → Rm is a vector function. In this scenario, the dissipation functional is defined as

Φ(u; j, ∂tu) =

∫
Ω

jTA(u)j

2
dx+

ξ

2

∫
∂Ω

|∂tu|2 dS, (15)

where A(u) is a positive definite symmetric matrix function, akin to a friction coefficient. We can define the

Reyleighian functional as follows:

R = Φ(u; j, ∂tu) + Ė(u, ∂tu),

where Ė(u; ∂tu) is given in Equation (12). We aim to minimize the functional R with respect to j and ∂tu under

the constraint ∂tu+∇ · j = 0, in Ω. Introducing a Lagrange multiplier µ(x), we define

Rµ = R−
∫
Ω

µ(∂tu+∇ · j) dx .

Setting the first variation of the functional Rµ to zero yields the following relations:

A(u)j +∇µ = 0,

µ = −α∆u+ f(u), in Ω,

ξ∂tu = −(∂nu+ γ′(u)) on ∂Ω.

Combining these results with the conservation equation and the boundary conditions, we obtain the dynamic

equation

∂tu+∇ · j = 0, in Ω,

A(u)j = −∇µ, in Ω,

µ = −α∆u+ f(u), in Ω,

j · n = 0 on ∂Ω,

ξ∂tu = −(∂nu+ γ′(u)) on ∂Ω.

Introduce a mobility matrix M(u) = A−1, we obtain

∂tu = ∇ · (M(u)∇µ), in Ω, (16)

µ = −α∆u+ f(u), in Ω, (17)

M(u)∇µ · n = 0, on ∂Ω, (18)

ξ∂tu = −(∂nu+ γ′(u)), on ∂Ω. (19)
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This represents a general form of the Cahn-Hilliard equation, which has been used to describe wetting phenomena

of a droplet in [7]. Once again, when ξ = 0, we obtain the equilibrium boundary condition for u on ∂Ω.

Example 3: The Fokker-Planck equation.

In statistical mechanics and information theory, the Fokker-Planck equation (FPE) (after Adriaan Fokker and Max

Planck in 1914 and 1917) is used to investigate the diffusion of a specific type of particles under the influence of an

external potential field. This equation can also be extended to other observables [26]. Here we are concerned with

FPE having the form

∂tu = ∇ · (∇Uu) + β−1∆u,

where u > 0 represents the density function of the particles, U(x) represents an external potential field, and β > 0

is a given constant. It is known [25] the FPE dynamics can be regarded as a gradient flow of the free energy of form

E(u) = β−1

∫
Ω

u log u+ uU(x) dx,

with respect to the Wasserstein metric on an appropriate class of probability measures. It is also well-known that

the Fokker-Planck equation is inherently related to the Itô stochastic differential equation [49]

dX(t) = −∇U(X(t))dt+
√

2β−1dW (t), X(0) = X0.

Here, W (t) is a standard d-dimensional Wiener process, and X0 is an d-dimensional random vector with probability

density u(t = 0). In this context, u furnishes the probability density at time t for finding the particle at position

x ∈ Ω.

Here we demonstrate how to derive FPE by the Onsager principle. Considering the conservation property:

∂tu+∇ · j = 0, in Ω, j · n|∂Ω = 0,

where j is the mass flux, we define the energy dissipation function as

Φ =
1

2

∫
Ω

|j|2

u
dx .

By direct calculation, the chemical potential in this case is given by

µ =
δE
δu

= β−1(1 + log u) + U.

Then by applying the Onsager principle,

min
∂tu,j

R = Φ+ Ė ,

s.t. ∂tu+∇ · j = 0 in Ω, j · n|∂Ω = 0,

the dynamic equation for conserved system is reduced to

∂tu+∇ · j = 0, in Ω,

j

u
+∇µ = 0, in Ω,

µ = β−1(1 + log u) + U, in Ω,

∂nµ = 0 on ∂Ω.

We can do further simplification by substituting the third equation into the second one. This leads to

∂tu+∇ · j = 0, in Ω, (20)

j = −(β−1∇u+ u∇U), in Ω, (21)

j · n = 0 on ∂Ω. (22)
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Example 4: The Planck-Nernst-Poisson equation.

The Nernst–Planck equation, named after Walther Nernst and Max Planck, is a conservation of mass equation

employed to depict the movement of a charged chemical species in a fluid medium. It extends Fick’s law of

diffusion to account for cases where the diffusing particles are also influenced by electrostatic forces, as governed

by the Poisson equation. The Planck-Nernst-Poisson (PNP) equation specifically describes the diffusion of ions in

solutions. It is crucial to consider the energy associated with the static electric field.

Suppose there are s types of ions, and the density of particles is characterized by ui for i = 1, . . . , s. These density

functions satisfy the conservation equation:

∂tui +∇ · ji = 0 in Ω, i = 1, . . . , s; ji · n = 0 on ∂Ω.

The total free energy is given by

E(u) =
∫
Ω

s∑
i=1

ui log ui +
ε0
2
|∇φ(x)|2 dx,

where φ is the electric potential, ε0(x) is the permittivity. It is related to ui by the static electric field equation:

−∇ · (ε0∇φ) = f(x) +

n∑
i=1

ziui, in Ω, (23)

where zi is the rescaled charge, f(x) is the permanent (fixed) charge density of the system. Boundary conditions

for φ can vary, we simply take ∂nφ on ∂Ω. The energy dissipation functions is defined as,

Φ :=
1

2

∫
Ω

∑
i

D−1
i (x)u−1

i |ji|2 dx,

where Di(x) > 0 is an diffusion coefficient for i-th ion. Direct calculations show that

δE
δui

= (1 + log ui + ziφ),

where we have used the static electric field equation and the boundary condition ∂nφ = 0. Then by applying the

Onsager principle,

min
∂tu,j

R =
1

2

∫
Ω

∑
i

D−1
i (x)u−1

i |ji|2 dx+Ė ,

s.t. ∂tui +∇ · ji = 0 in Ω, ji · n|∂Ω = 0,

we obtain the PNP system of equations:

∂tui = ∇ · [Di(x)(∇ui + ziui∇φ)], x ∈ Ω, i = 1, . . . s; (24)

−∇ · (ε0∇φ) = f(x) +

s∑
i=1

ziui, x ∈ Ω, (25)

∂nφ = 0 on ∂Ω. (26)

Note that the external electrostatic potential φ is influenced by applied potential, which can be modeled by pre-

scribing a boundary condition. The analysis above applies well to a general form of boundary conditions:

αφ+ βϵ0(x)∂nφ = 0, x ∈ ∂Ω,

if we take a modified energy of form

E(u) =
∫
Ω

(
s∑

i=1

ui log ui +
1

2
(f +

s∑
i=1

ziui)φ(x)

)
dx .
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Here α, β are physical parameters such that α · β ≥ 0. Refer to [33] for cases with non-homogeneous boundary

conditions.

Example 5: The Maxwell-Stefan diffusion equation.

For a system containing multiple types of particles, the Maxwell-Stefan diffusion equation is employed to describe

the diffusion of the multi-component system. The equations that describe these transport processes have been

developed independently and in parallel by James Clerk Maxwell (1965) for dilute gases and Josef Stefan (1871) for

liquids. Let ui > 0, i = 1, . . . , s denote the number density of each component, and all components are conserved,

satisfying the conservation equation

∂tui +∇ · ji = 0 in Ω, j = 1, . . . , s, ji · n|∂Ω = 0. (27)

Here, ji is the flux for the i-th component. The total number density of all components is assumed to be constant:

s∑
i=1

ui = 1. (28)

The free energy in the system is given by

E(u) =
∫
Ω

s∑
i=1

ui log ui dx, (29)

and the dissipation function is defined as

Φ(u; j) =
1

4

∫
Ω

s∑
i,j=1

bijuiuj

∣∣∣∣jiui − jj
uj

∣∣∣∣2 dx . (30)

Here coefficient B = (bij) is symmetric and positive definite.

To simplify the derivation, we introduce new variables vi =
ji

ui
to replace ji. In this case, the dissipation function

in Equ. (30) is rewritten as

Φ(u;v) =
1

4

∫
Ω

s∑
i,j=1

bijuiuj |vi − vj |2 dx .

The mass conservation equation (27) is reduced to

∂tui +∇ · (uivi) = 0 in Ω, j = 1, . . . , s; u · n|∂Ω = 0.

The additional constraint in Equ. (28) is equivalent to the equation

s∑
i=1

∇ · (uivi) = 0.

Applying the Onsager variational principle, direct calculations lead to

Ė(u; ∂tu) =
∫
Ω

s∑
i=1

(1 + log ui)∂tui dx .

Then the Rayleighean is defined as

R(u; ∂tu,v) =
1

4

∫
Ω

s∑
i,j=1

bijuiuj |vi − vj |2 dx+

∫
Ω

s∑
i=1

(1 + log ui)∂tui dx .

9



The dynamic equation is derived by minimizing the Rayleighian functional:

min
u̇,v

R(u; ∂tu,v),

s.t. ∂tui +∇ · (uivi) = 0, j = 1, . . . , s,
s∑

i=1

∇ · (uivi) = 0.

Introducing Lagrangian multipliers µi for the conservation equation and a multiplier p for the last equation, we set

Rµ(u; ∂tu,v) := R(u; ∂tu,v)−
s∑

i=1

∫
Ω

µi(∂tui +∇ · (uivi)) dx−
∫
Ω

p

(
s∑

i=1

∇ · (uivi)

)
dx .

Considering the first order derivation of the functional, we obtain the system:

∂tui +∇ · (uivi) = 0, in Ω, (31)
s∑

j=1

bijuj(vi − vj) +∇µi = −∇p, in Ω, (32)

µi = 1 + log ui in Ω, (33)
s∑

i=1

∇ · (uivi) = 0, in Ω, (34)

where we have used the boundary conditions ∂nµi = 0 and ∂np = 0. Substitute the third equation into the second

one, we get
s∑

j=1

bijuj(vi − vj) +
1

ui
∇ui = −∇p.

By the symmetricity of bij , we have
∑s

j=1 bijuiuj(vi − vj) = 0. Thus by multiplying the above equation with ui

and do summation with respect to i, we obtain

−∇p = 1∑s
i=1 ui

s∑
i=1

∇ui. (35)

The system (31)-(34) is further simplified to

∂tui +∇ · (uivi) = 0, in Ω,
s∑

j=1

bijuj(vi − vj) +
1

ui
∇ui =

1∑s
j=1 uj

s∑
j=1

∇uj , in Ω.

Note that the boundary conditions are reduced to ∂nui = 0 on ∂Ω. The system above can be expressed as

∂tui +∇ · (uivi) = 0, in Ω, (36)
s∑

j=1

bijuj(vi − vj) +∇ log ui =
1∑s

j=1 uj

s∑
j=1

uj∇ log uj , in Ω, (37)

∂nui = 0 on ∂Ω. (38)

Example 6: The incompressible and immiscible multi-phase flow in porous media.

We now turn our attention to the incompressible and immiscible multi-phase flow in porous media which has

extensive applications in hydrology and petroleum reservoir engineerings. Recently, a thermodynamically consistent

model was developed for the incompressible and immiscible two-phase flow in porous media [19]. Different from the

classical models for two-phase flow in porous media, the model introduces a logarithmic free energy to characterize
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the capillarity effect, and the system satisfies an energy dissipation relation shown in [19]. In the following, we

can also rebuild the thermodynamically consistent model for the incompressible and immiscible multi-phase flow in

porous media based on the Onsager principle.

Let ui, i = 1, . . . , s, represent the volume fraction of the i-th phase which is also known as saturation, ensuring that∑s
i=1 ui = 1. Let ϕ be porosity of the porous media. The unknown function satisfies the following conservation

law:

ϕ∂tui +∇ · vi = 0, i = 1, . . . , s, vi · n|∂Ω = 0.

Here, vi denotes the average velocity of the i-th phase fluid. In some cases, assuming that the equilibrium state is

determined by a free energy E(u) =
∫
Ω
ϕF (u)dx is convenient. One possible choice for F (u) is

F (u) =

s∑
j=1

σiuj(log uj − 1) +

s∑
i,j=1

αijuiuj +

s∑
j=1

bjuj .

The energy dissipation in this case is given by

Φ =

∫
Ω

s∑
i=1

1

2
viK

−1
i vi dx .

Here, Ki is a positive definite and symmetric matrix which is dependent of u. Similar to the derivation for the

Maxwell-Stefan equation, we obtain

ϕ∂tui +∇ · vi = 0, i = 1, . . . , s, in Ω, (39)

vi = −Ki(∇µi +∇p), i = 1, . . . , s, in Ω, (40)

µi =
∂F

∂ui
, i = 1, . . . , s, in Ω, (41)

s∑
i=1

ui = 1, in Ω, (42)

∂nµi + ∂np = 0, on ∂Ω. (43)

Example 7: The multi-phase flow in porous media with rock compressibility.

For the multi-phase flow in porous media with rock compressibility, the variation of porosity with respect to effective

pressure can be expressed as

dϕ

ϕ
= γdpe, (44)

which yields

ϕ = ϕre
γ(pe−pr). (45)

Here γ is the rock compressibility coefficient, pr is the reference or initial pressure and ϕr is the porosity at the

reference pressure. The absolute permeability K of the porous media changes with the porosity according to the

Kozeny-Carman equation:

K = K0
ϕ3(1− ϕr)

2

ϕ3r(1− ϕ)2
, (46)

where K0 is the initial intrinsic permeability. The rock compressibility caused by the pore fluid pressure has been

recognized as an important factor influencing many subsurface processes which include the oil/gas production and

the geological stability. For the modeling of the changes of rock properties, one approach is to use the Biot-type

model for the rock, and another one is the rock compressibility model as (44). A thermodynamically consistent

11



model for the incompressible and immiscible two-phase flow in porous media with rock compressibility was developed

in [27]. We can rebuild the thermodynamically consistent model for the multi-phase case by the Onsager principle

in the following.

Now, let’s introduce the rock free energy denoted by R. We assume that the work done by the effective pore fluid

pressure exerted on rocks is transferred to the rock free energy. The variation of rock free energy with respect to

effective pressure is described as:

dR = pedϕ.

The total free energy is given by

E(u, ϕ) =
∫
Ω

ϕF (u) dx+

∫
Ω

R dx,

where F (u) is given as Example 6. The time derivative of the energy, Ė(u; ∂tu, ϕ; ∂tϕ), is expressed as

Ė(u; ∂tu, ϕ; ∂tϕ) =
∫
Ω

∂t(ϕF (u)) dx+

∫
Ω

pe∂tϕdx .

The energy dissipation is similar to that in Example 6.

The unknown functions satisfy the conservation laws:

∂t(ϕui) +∇ · vi = 0, i = 1, . . . , s.

The saturation of each phase satisfies the saturation constraint
∑s

i=1 ui = 1. By the conservation law, we also have

s∑
i=1

ui∂tϕ+

s∑
i=1

∇ · vi = 0.

If the above equation holds true, we can directly obtain the saturation constraint
∑s

i=1 ui = 1 by the conservation

law and the initial saturation constraint
∑s

i=1 ui(0, x) = 1.

The dynamic equation can be derived by minimizing the Rayleighian functional as follows:

min
∂tu,∂tϕ,v

R(u; ∂tu, ϕ; ∂tϕ,v)

s.t. ∂t(ϕui) +∇ · vi = 0, i = 1, . . . , s,
s∑

i=1

ui∂tϕ+
s∑

i=1

∇ · vi = 0.

Introducing µ = (µ1, . . . , µs) and p as the Lagrangian multipliers, we set

RL(u; ∂tu, ϕ; ∂tϕ,v, µ, p) = R(u; ∂tu, ϕ; ∂tϕ,v)−
s∑

i=1

∫
Ω

µi(∂t(ϕui) +∇ · vi) dx

−
∫
Ω

p

(
s∑

i=1

ui∂tϕ+

s∑
i=1

∇ · vi

)
dx .

12



By the Euler-Lagrange equation, (45) and (46), we have

∂t(ϕui) +∇ · vi = 0, i = 1, . . . , s, in Ω, (47)

vi = −Ki(∇µi +∇p), i = 1, . . . , s, in Ω, (48)

µi =
∂F

∂ui
, i = 1, . . . , s, in Ω, (49)

s∑
i=1

ui = 1, in Ω, (50)

pe = p+

s∑
i=1

uiµi − F (u), in Ω, (51)

ϕ = ϕre
γ(pe−pr), in Ω, (52)

K = K0
ϕ3(1− ϕr)

2

ϕ3r(1− ϕ)2
, in Ω. (53)

Here Ki = λiK, and λi =
kri(u)

ηi
, where kri and ηi are the relative permeability and viscosity of the phase i.

3 Time-discretization based on the Onsager principle

In this section, we present the time discretization of partial differential equations using the Onsager principle. We

first introduce the main idea for the abstract problems and then apply them to some typical examples.

We discretize the time interval [0, T ] by considering 0 = t0 < t1 < · · · < tN = T . Suppose that we already computed

the solution at time tk. We will compute uk+1 by employing a discrete version of the Onsager principle.

3.1 Discretization for systems with nonconserved parameters

Suppose uk is known with a time step τ = tk+1 − tk. We discretize the Rayleighean functional as follows,

Rk
τ (u

k;u) := DτE(uk;u) + Φk
τ (u

k, Dτu
k), (54)

where

Φk
τ (u, Dτu

k) := Φ

(
uk;

u− uk

τ

)
, (55)

DτE(uk;u) :=
E(u)− E(uk)

τ
. (56)

Then the unknowns uk+1 at time tk+1 are computed by solving the minimization problem,

uk+1 = argminu Rk
τ (u

k;u).

Or equivalently,

uk+1 = argminu E(u) + 1

τ
Φ(uk;u− uk). (57)

Here we have used the fact that Φ(u; ∂tu) is a positive definite quadratic form of ∂tu. We can see that uk+1 can be

seen as a generalized minimizing movement solution. It is also referred to as a JKO scheme in the literature [25].

The scheme is unconditionally stable by definition. The following claim is easy to verify. Denoted by Jτ the set of

minimizers of the above problem (57).

Claim 1 When Jτ is not empty, for any choice uk+1 ∈ Jτ , we have that

E(uk+1) ≤ E(uk)− 1

τ
Φ(uk;uk+1 − uk) ≤ E(uk).
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Proof By definition, we have

E(uk+1) +
1

τ
Φ(uk;uk+1 − uk) ≤ E(uk) +

1

τ
Φ(uk;0) = E(uk).

Here we have used the fact that Φ(u; j) is a positive definite quadratic form with respect to j.

2

3.2 Discretization for systems with conserved parameters

When the parameters in a physical system are conserved, we can discretize the system similarly. Suppose, again,

that uk is already known and we will compute uk+1 by using the discrete Onsager principle. We first discretize the

conservation equations as follows:
ui − uki

τ
+∇ · ji = 0, (58)

where ji is independent of time and satisfies ji · n = 0 on ∂Ω. Then, the energy functional and the dissipation

function are discretized as follows:

Φk
τ (u

k, j) := Φ(uk; j),

DτE(uk;u) :=
E(u)− E(uk)

τ
.

The uk+1 and jk+1 are obtained by minimizing the discrete Rayleighean functional as follows,

(uk+1, jk+1) = argminu,j Rk
τ (u, j) := Φk

τ (u
k, j) +DτE(uk;u) (59)

s.t.
ui − uki

τ
+∇ · ji = 0, i = 1, . . . , s.

By introduce a variable m = τj, the problem is equivalent to

(uk+1,mk+1) = argminu,mE(u) + 1

τ
Φk

τ (u
k,m), (60)

s.t. ui − uki +∇ ·mi = 0.

Here we again used the fact that Φ(uk; j) is a quadratic form with respect to j.

Proposition 1 Suppose (uk+1,mk+1) is a minimizer of the minimizing problem (60), we then have

E(uk+1) ≤ E(uk)− 1

τ
Φ(uk;mk+1) ≤ E(uk),

and uk+1satisfies the mass conservation equation that∫
Ω

uk+1
i dx =

∫
Ω

uki dx, i = 1, . . . s.

Proof The proof of the energy inequality is similar to that in Proposition 1. By definition, we have

E(uk+1) +
1

τ
Φ(uk;mk+1) ≤ E(uk) +

1

τ
Φ(uk;0) = E(uk).

Here we have used the fact that Φ(u; j) is a positive definite quadratic form with respect to j. The mass conservation

equation is obtained by integrate the constraint∫
Ω

uk+1
i dx =

∫
Ω

uki dx+

∫
Ω

∇ ·mk+1 dx =

∫
Ω

uki dx+

∫
∂Ω

mk+1 · ndx =

∫
Ω

uki dx,

where we have used the assumption that mk+1 · n = τjk+1 · n = 0.

2
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Remark 3 Notice that we derive the abstract discrete schemes under the no flux boundary condition. For more

general conditions, we can also derive the corresponding schemes in a similar approach. For example, if we consider

periodic conditions, all the above derivations are same as that for no flux boundary conditions.

Remark 4 We believe that the present method can be generalized to higher orders by using higher order approxi-

mation (e.g., the k-th order BDF scheme) for the dissipation functional Φ and the energy change rate Ė. However,

this direct generalization may compromise the desirable property of energy stability. A more refined approach to

generalizing this work to high orders will be addressed in future research.

3.3 Time discretization by examples

Example 1: The Allen-Cahn equation.

Consider the Allen-Cahn equation described in Example 1 of Section 2.3, we apply the Onsager principle to obtain

the following time discretization:

uk+1 = argminu∈H1(Ω)

{
E(u) + 1

τ
Φ(u− uk)

}
,

where

E(u) =

∫
Ω

α

2
|∇u|2 + F (u) dx+

∫
∂Ω

γ(u) dS,

Φ(v) =
1

2

∫
Ω

|v|2 dx+
ξ1
2

∫
∂Ω

|v|2 dS .

This is a constraint minimization problem. When τ is small, the minimizing problem may have a unique minimizer,

which can be obtained by the backward Euler scheme:

uk+1−uk

τ = α∆uk+1 − F ′(uk+1) in Ω,

ξ1
uk+1−uk

τ + α∂nu
k+1 + γ′(uk+1) = 0 on ∂Ω.

In a simple setting with γ(u) = const, ξ1 = 0, and subject to periodic boundary conditions, we are let to

uk+1 = argminu∈H1(Ω)

∫
Ω

(u− uk)2

2τ
+
α

2
|∇u|2 + F (u) dx .

If F (u) = (1−u2)2

4 , we have f(u) = F ′(u) = u3 − u.

Example 2: The Cahn-Hilliard equation.

Consider the Cahn-Hilliard equation described in Example 2 of Section 2.3, we introduce a space

V := {v : Ω → Rm : v ∈ H(div,Ω),v · n = 0 on ∂Ω}.

According to the Onsager principle, we obtain our time-discrete variational formulation of the Cahn-Hilliard equa-

tion: (uk+1, jk+1) is obtained by solving the following constraint optimization problem:

minu∈H1(Ω),j∈V

{
τ

2

∫
Ω

j⊤M−1(uk)j dx+
ξ

2τ

∫
∂Ω

|u− uk|2dS +

∫
Ω

α

2
|∇u|2 + F (u) dx+

∫
∂Ω

γ(u)dS

}
,

s.t.
u− uk

τ
+∇ · j = 0 in Ω.
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Here τ is the time step, with initial data u0. When τ is small and u has good regularity, the minimizer of the

problem may be unique and satisfies the Euler-Lagrange equation.

u− uk

τ
= ∇ · (M(uk)∇µ), in Ω,

µ = α∆u− F ′(u), in Ω,

M(uk)∇µ · n = 0, on ∂Ω,

ξ
u− uk

τ
= −(∂nu+ γ′(u)), on ∂Ω.

This is an implicit time discretizaiton of the Cahn-Hilliard equaiton.

Example 3: The Fokker-Planck equation.

For the Fokker-Planck equation, the scheme (60) is reduced to

(uk+1,mk+1) = argminu∈L1
+(Ω),m∈V

{
1

2τ

∫
Ω

|m|2

uk
dx+

∫
Ω

β−1u log u+ uU(x) dx

}
,

s.t. u− uk +∇ ·m = 0.

Under appropriate conditions on U , one can verify that the underlying functional is convex with linear constraints

so that there exists a unique minimizer. We could also prove that uk+1 > 0, i.e. the scheme is positive preserving.

This discrete formulation serves as a natural approximation to the celebrated Jordan–Kinderlehrer–Otto (JKO)

scheme:

Determine uk+1 that minimizes

{
1

2τ
W 2

2 (u, u
k) +

∫
Ω

β−1u log u+ uU(x) dx

}
,

where W2 is the 2-Wasserstein distance [25]. That is

W 2(a, b) ∼ inf
m∈V

{∫
Ω

|m|2

a
dx, b− a+∇ ·m = 0

}
.

In fact, such as an approximation is even more clear when comparing with

W 2(a, b) = inf
m,ρ

{∫ 1

0

∫
Ω

ρ|v|2 dx ds, ∂sρ+∇ · (ρv) = 0, ρ(0) = a, ρ(1) = b

}
.

This, called the Benamou–Brenier formula [2], establishes a tight connection between absolutely continuous curves

in the probability density space with Wasserstein metric and solutions to the continuity equation.

Example 4: The Plank-Nernst-Poisson equations.

For the Plank-Nernst-Poisson, we have

(uk+1,mk+1) = argminu∈(L2(Ω))s,m∈V s

{
E(u) + 1

2τ

∫
Ω

(Di(x)u
k
i )

−1|mi|2 dx
}

s.t. ui − uki +∇ ·mi = 0, i = 1, . . . , s.

−∇ · (ε0∇φ) = f(x) +

s∑
i=1

ziui,

where

E(u) =
∫
Ω

s∑
i=1

ui log ui +
ε0
2
|∇φ(x)|2 dx .

This optimization problem, with two linear constraints, has been derived in [33] in several steps by approximating

a dynamical formulation of the JKO type scheme [25]. Refer to [33] for further details on an alternative derivation,

along with other formulations with different boundary conditions for φ.
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Example 5: The Maxwell-Stefan problem.

For the Maxwell-Stefan problem, we are led to

(uk+1,mk+1) = argminu∈(L2(Ω))s,m∈V s


∫
Ω

s∑
i=1

ui log ui dx+
1

4τ

∫
Ω

s∑
i,j=1

biju
k
i u

k
j

∣∣∣∣∣mi

uki
− mj

ukj

∣∣∣∣∣
2

dx

 ,

s.t. ui − uki +∇ ·mi = 0, i = 1, . . . , s; and

s∑
i=1

∇ ·mi = 0.

Such constraint minimization differs yet similar to that discussed in [23], in which the authors formulate an opti-

mization problem for interpreting the implicit-explicit scheme to the Maxwell-Stefan problem.

Again our variational scheme is related to the JKO scheme [25], an analogy due to the connection between fric-

tional dissipation and the Wasserstein distance offered by the Benamou–Brenier interpretation [2] of the Monge-

Kantorovich mass transfer problem. There is however one important difference, as the frictional dissipation is

more elaborate in the multi-component mixture situation. The minimizers of the above constraint problem can be

calculated by considering the min-max augmented Lagrangian, which upon taking τvi =
mi

uk
i

gives

min
u,v

max
α,β

L(u,v, p, µ) =

∫
Ω

s∑
i=1

ui log ui +
τ

4

s∑
i,j=1

biju
k
i u

k
j |vi − vj |2 dx

−
∫
Ω

τp

s∑
i=1

∇ · (viu
k
i ) dx−

∫
Ω

s∑
i=1

(µi(ui − uki )− τ∇µi · viu
k
i dx .

Computing the variational derivatives, which vanish at the saddle points, we obtain

1 + log ui − µi = 0
s∑

j=1

biju
k
j (vi − vj) +∇µi = −∇p.

We substitute the first relation into the second relation. This leads to an explicit-implicit time-discretization:

ui − uki
τ

+∇ · (uki vi) = 0, in Ω,

s∑
j=1

biju
k
j (vi − vj) +∇ log ui = −∇p, in Ω,

s∑
i=1

∇ · (uki vi) = 0, in Ω.

By using the relation (35), this is equivalent to the explicit-implicit scheme introduced in [23]:

ui − uki
τ

+∇ · (uki vi) = 0, in Ω,

s∑
j=1

biju
k
j (vi − vj) +∇ log ui =

1∑s
j=1 u

k
j

s∑
j=1

ukj∇ log uj , in Ω,

s∑
i=1

∇ · (uki vi) = 0, in Ω.

Example 6: The incompressible and immiscible multi-phase flow in porous media.
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For the multiphase flow in porous media, we can derive a discrete scheme

(uk+1,mk+1) = argminu∈(L2(Ω))s,m∈V s

{∫
Ω

ϕF (u)dx+
1

τ

∫
Ω

s∑
i=1

1

2
m⊤

i K
−1
i mi dx

}
s.t. ϕ(ui − uki ) +∇ ·mi = 0, i = 1, . . . , s.

s∑
i=1

ui = 1,

where m = τv and Ki = Ki(u
k). Here τ is the time step size, with initial data u0 satisfying

∑s
i=1 u

0
i = 1. When

τ is small, the minimizer of the above problem may be unique and satisfies the Euler-Lagrange equation which

is indeed a first order explicit-implicit time discretizaiton of the system (39)-(43) with the explicit value only for

Ki = Ki(u
k). By leveraging the definition of F (u), the constraint

∑s
i ui = 1, and optimization algorithms applied

to the aforementioned problem, we observe that the approximation of ui inherently preserves bounds. Furthermore,

the natural mass conservation for each phase is also ensured.

Example 7: The incompressible and immiscible multi-phase flow in porous media with rock compressibility.

For the multi-phase flow in porous media with rock compressibility, we can derive a discrete scheme as follows:

(ϕk+1,uk+1,mk+1) = argminϕ∈L2(Ω),u∈(L2(Ω))s,m∈V s

{∫
Ω

ϕF (u) dx+

∫
Ω

pe(ϕ− ϕk) dx+
1

τ

∫
Ω

s∑
i=1

1

2
m⊤

i K
−1
i mi dx

}
s.t. ϕui − ϕkuki +∇ ·mi = 0, i = 1, . . . , s,

s∑
i=1

ui(ϕ− ϕk) +

s∑
i=1

∇ ·mi = 0,

where m = τv and Ki = λi(u
k)K(ϕk). The second constraint can also be written as

∑s
i=1 ui = 1. The initial data

u0 satisfying
∑s

i=1 u
0
i = 1. We apply ϕ = ϕre

γ(pe−pr) and K = K0
ϕ3(1−ϕr)

2

ϕ3
r(1−ϕ)2 in the above optimization problem.

Thus when τ is small, the minimizer of the above problem may be unique and satisfies the Euler-Lagrange equation

which is a first order explicit-implicit time discretizaiton of the nonlinear system (47)-(53) with the explicit value

only for Ki = λi(u
k)K(ϕk). The preservation of bounds for ui and mass conservation for each phase are also

maintained through the approximation of the aforementioned minimization problem.

4 Numerical solutions

The core idea of our numerical schemes is to discretize each semi-discrete variational formulation in space, and then

apply an efficient algorithm to optimize the problem. It suffices to describe the discretizaiton of the first step, from

the datum u0 to the minimizer u1.

4.1 The discretized conserved problem

We consider only the general problem with mass conservation,

(u1,m1) = argminu∈(L2(Ω))s,m∈V s

{
1

τ
Φ0

τ (u,m) + E(u)
}
, (61)

s.t. ui − u0i −∇ ·mi = 0. (62)

We shall use either finite difference or finite element for spatial discretization depending on the domain setup.

Finite difference:

Let the domain be a box Ω = [0, 1]d, functions on Ω extend periodically. For simplicity, we explain the discretization

18



in d = 1 space dimensions, the translation to d > 1 is straightforward but notationally cumbersome. We use a

cartesian grid with N cells Ij = [xj−1/2, xj+1/2], with uniform grid step h = 1/N and cell center xj = xj−1/2+0.5h,

for j = 1, . . . , N . Functions w are discretized by finite sequences (wj)j=1,...,N with wj ∼ w(xj). We define the

difference operator by

(Dhw)j+1/2 =
wj+1 − wj

h
, (dhw)j =

wj+1/2 − wj−1/2

h
and average by

ŵj =
wj+1/2 + wj−1/2

2
.

With these notations, the variational scheme for FPE is now discretized as follows:

min
u,m

Lh(u,m) :=

 h

2τ

N∑
j=1

|m̂j |2

uj
+ h

N∑
j=1

β−1uj log uj + ujU(xj)

 ,

s.t. uj − u0j + (dhm)j = 0.

For other application examples, the discrete objective function can be similarly obtained.

Finite element:

We can also employ the finite element method for spatial discretization. Let Th represent a regular triangulation of

Ω with mesh size h. Let Uh and Vh are proper finite element spaces for uh,i and mi, respectively. Notice that Vh

is a finite element space for vector-valued functions. Then the fully discrete problem is defined as follows,

(u1
h,m

1
h) = argminuh∈(Uh)s,m∈(Vh)s

{
1

τ
Φ0

τ (uh,mh) + E(uh)

}
, (63)

s.t.

∫
Ω

(uh,i − u0h,i −∇ ·mh,i)vh dx = 0, ∀vh ∈ Uh.

In applications, we can choose the finite element spaces so that the fully discrete system is well-posed.

4.2 Solution by optimization algorithms

In this section, we delve into numerical techniques for solving the constraint optimization problem denoted by (60).

Let θ = (u,m), then the problem takes the form

min
θ
Lh(θ), subject to Bθ = b, (64)

where Lh ∈ C1(Rn) is bounded below, the constraint set is the linear system corresponding to the discretized PDE

constraints. B ∈ M l×n is a matrix with l ≤ n and b ∈ Rl is a vector. A straightforward method to tackle this

constraint optimization is through the following update:

θk+1 = θk − ηG∇Lh(θk), (65)

where the projection matrix G is defined by

G = I −B⊤(BB⊤)−1B,

ensuring Bθk+1 = b if Bθk = b. Here, η is a step size (or learning rate), crucial for the algorithm’s convergence

due to the gap between the continuous gradient flow equation and the discrete iteration. Typical choices for η are

either empirical schedules or damping techniques.

For enhanced efficiency, we also employ the AEPG algorithm (adaptive energy-based preconditioned gradient de-

scent) introduced in [34], which reads:

vk = G∇l(θk), (66a)

rk+1 =
rk

1 + 2η∥vk∥2
, (66b)

θk+1 = θk − 2ηrk+1vk, (66c)
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where l(θ) =
√
Lh(θ) + c, c ∈ R such that inf

θ∈Θ
(L(θ) + c) > 0, and η > 0 is the base step size. One striking feature

of this algorithm is its unconditional energy stability, i.e., rk as an approximation of
√
Lh + c is decreasing in k for

any η > 0. Consult [34] for further details of this algorithm.

In certain model scenarios where computational complexity is not prohibitive, its feasible to directly tackle the

corresponding Euler-Lagrange equation using iterative methods. In such cases, the problem (64) transforms into a

nonlinear equation with a Lagrange multiplier λ:

∇Lh(θ) +B⊤λ = 0,

Bθ = b.

We assume that B satisfies the inf-sup condition, ensuring the well-posedness of the above problem. A standard

Newton scheme for solving the nonlinear equation can be expressed as:(
θk+1

λk+1

)
=

(
θk

λk

)
−

(
∇2Lh(θ

k) B⊤

B 0

)−1(
∇Lh(θ

k) +B⊤λk

Bθk − b

)
. (67)

Remark 5 The optimization algorithms described above offer flexibility in space discretizations. For instance, when

employing the mixed finite element method to solve two-phase flow in porous media, as demonstrated in Example

6 and Example 7, conventional approaches require the use of upwind schemes in space discretization for mass

conservation equations via semi-implicit schemes [28, 27]. However, with the optimization algorithms outlined, we

find that the imposition of upwind schemes in the space discretization of mass conservation equations is unnecessary.

Its worth noting a recent advancement in [39], presenting a novel approach for numerically solving time-dependent

conservation laws using implicit schemes via primal-dual hybrid gradient methods. In our research, we focus on using

the Onsager variational principle as an approximation tool, wherein the minimization of the discrete Rayleighian

functional is achieved through optimization algorithms.

4.3 Simulations

The numerical experiments for single equations can be found in literature. We present only some examples for PNP

and the two-phase porous media equations. They include more than one component.

In the following numerical experiments, we choose the finite element method and implement the schemes in

Netgen/NGSolve([51, 52]). We choose to use the method (67) to solve the optimization problem (64) in the

numerical experiments below.

Example 1. In the first example, we consider the PNP equation in a square region (0, 1) × (0, 1). The periodic

boundary conditions are proposed for the system. Assume there exist two components in the system and one

has positive charges and the other has negative changes. The initial distributions are given respectively by u1 =

1.02 + sin(2πx) ∗ cos(2πx) and u2 = 1.02 + sin(2πy) ∗ cos(2πy). We would like to compute the evolution of the two

components.

We partition the domain uniformly with mesh size h = 0.05. We use P2 finite elements to discretize ui and λi,

and use P3 finite elements for mi and ϕi. We set τ = 0.0001. In the numerical tests, we typically choose τ ∼ ch2,

where c is a constant. This choices are based on the fact that our scheme is first order with respect to τ and second

order with respect to h. However, if our focus is only on stationary states, we can select a larger τ . It is important,

though, that τ does not become too large, as this could affect the uniqueness of the minimizer in the optimization

problems. Furthermore, the choice of τ may also influence the convergence of the Newton iterations. In each time

step, we use a Newton method to solve the nonlinear algebraic equation. It turns out the Newton method converges

fast and only two or three iterations are needed in each time step. The discrete solution is shown in Figure 1.

We could see that the distributions of the two ions become more and more homogeneous due to the diffusion. In
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Figure 1: The solutions of the PNP equation. First Row: the distribution of u1 at various time t =

0.0005, 0.0025, 0.005; Second Row: the distribution of u2 at various time t = 0.0005, 0.0025, 0.005; Last Row:

the potential ψ at various time t = 0.0005, 0.0025, 0.005.
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totalEnergy.png

Figure 2: The change of the total energy with respect to time.

Figure 2, we show the change of the total energy with respect to time. We could see that the energy always decays.

This verifies the theoretical analysis in Proposition 2 in Section 3. In Figure 3, we show the change of the total mass

of the two components with respect to time. We could see that the total mass for each component keeps constant.

Example 2. In this example, we consider two-phase flow in porous media within a closed system in a square

region [0, 100 m]2 with constant porosity. We utilize the data as in [28]. The initial distribution of wetting-phase

saturation and permeability are illustrated in Figure 4. In a porous medium, the porosity in the high-permeability

region is 0.3, while the porosity in the rest region is 0.15. The energy parameter in the high-permeability region are

given as γw = 11.655 bar, γn = 1.0796 bar, γwn = 7.424 bar, while the energy parameter in the low-permeability

region are γw = 5.8275 bar, γn = 0.5398 bar, γwn = 3.721 bar. The viscosities are taken as ηw = 0.9 cP and

ηn = 0.1 cP, respectively.

The relative permeability is obtained from the following equation:

krw(Sw) = S3
w, krn = (1− Sw)

3.

We use the uniform mesh with 60 × 60 grid cells, the time step size is taken as τ = 0.01 day. The choice of the

time step size τ in the following examples is similar to Example 1 which is related to the mesh size. We choose

a suitable time step size to ensure the convergence of optimization algorithm. Figure 5 shows that the total free

energy is monotonously decreasing with time. The saturation distribution at different times is shown in Figure 6.

In this closed system, the chemical potential gradient becomes a dominant driving force. The pressure and chemical

potential contours are illustrated in Figure 7 and 8. The numerical results agree well with the results in [28].

Example 3. In this example, we simulate a two-phase flow in porous media with rock compressibility. The problem

is considered in a closed system within the square region [0, 10 m]2. We utilize the data as in [27]. The initial
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Figure 3: The change of the total mass of the two components with respect to time.

saturation_w_initial.png

(a) Initial wetting-phase saturation

permeability_initial1.png

(b) Initial permeability

Figure 4: Initial distributions of wetting-phase saturation and permeability in Example 2.
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Figure 5: Energy dissipation with time in Example 2.

saturation_w_5_days.png saturation_w_10_days.png

saturation_w_20_days.png saturation_w_80_days.png

Figure 6: Distributions of wetting-phase saturation at different times in Example 2. Top-left: t = 5 days. Top-right:

t = 10 days. Bottom-left: t = 20 days. Bottom-right: t = 80 days.
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Figure 7: Distributions of pressure at different times in Example 2. Top-left: t = 5 days. Top-right: t = 10 days.

Bottom-left: t = 20 days. Bottom-right: t = 80 days.

chemical_w_5_days.png chemical_w_10_days.png

chemical_w_20_days.png chemical_w_80_days.png

Figure 8: Distributions of chemical potential of wetting-phase at different times in Example 2. Top-left: t = 5 days.

Top-right: t = 10 days. Bottom-left: t = 20 days. Bottom-right: t = 80 days.
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distributions of porosity and permeability are illustrated in Figure 9. We take the reference porosity ϕr = 0.175.

The viscosities are taken as ηw = 1 cP and ηn = 0.5 cP, respectively. For the energy parameters, we take

σw =
σ̄w√
K0

, σn =
σ̄n√
K0

, σwn =
σ̄wn√
K0

, σws = σns = 0.

In this example, we take σ̄w = 0.58 Pa, σ̄n = 0.05 Pa, σ̄wn = 0.36 Pa, and the relative permeability is given as

that in Example 2. We initialize the wetting-phase and non-wetting-phase saturation with a uniform distribution,

setting S0
w = 0.3, S0

n = 0.7. In this example, we simulate the problem in a uniform mesh with 70× 70 grid cells and

the time step size is taken as τ = 0.001 day.

phi_initial.png

(a) Initial porosity

permeability_initial3.png

(b) Initial permeability

Figure 9: Initial distributions of porosity and permeability in Example 3.

energy3.png

Figure 10: Energy dissipation with time in Example 3.

Figure 10 depicts the total free energy decreases monotonically with time until a steady state is reached. In Figure

11, we illustrate the wetting-phase saturation fluid flows from high-permeability regions to low-permeability regions
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Figure 11: Distributions of wetting-phase saturation at different times in Example 3. Top-left: t = 0.1 day. Top-

right: t = 0.2 day. Bottom-left: t = 0.5 day. Bottom-right: t = 2 days.

phi_01day.png phi_03day.png

phi_05day.png phi_2days.png

Figure 12: Distributions of porosity at different times in Example 3. Top-left: t = 0.1 day. Top-right: t = 0.2 day.

Bottom-left: t = 0.5 day. Bottom-right: t = 2 days.
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Figure 13: Distributions of effective pressure at different times in Example 3. Top-left: t = 0.1 day. Top-right: t =

0.2 day. Bottom-left: t = 0.5 day. Bottom-right: t = 2 days.

until an equilibrium state is reached. As shown in Figure 12 and Figure 13, the effective pore pressure significantly

increases in the low-permeability region, leading to an increase in the porosity of the original low-permeability region

and a decrease in the porosity of the remaining regions. The numerical results also agree well with the results in

[27].

5 Conclusion

In conclusion, we introduce a novel framework for designing structure-preserving numerical schemes applicable

to a wide range of dissipative systems. Our approach centres on leveraging the Onsager variational principle as

an approximation tool. Initially, we show that the Onsager principle yields essential dynamic equations for both

conservative and non-conservative quantities, including notable examples such as phase field equations (e.g., the

Allen-Chan or Cahn-Hilliard equations), the Fokker-Planck equation, the PNP equation, and equations governing

porous media flows, etc. Subsequently, we illustrate how this variational principle offers a natural and unified

methodology for deriving discrete-time schemes tailored to these equations. These schemes are founded upon the

minimization of the discrete Rayleighian functional. While some schemes align with some existing methods like

the JKO scheme in specific scenarios. However, direct application of the JKO scheme is uncommon due to the

computational challenges associated with computing Wasserstein distances. Our analysis demonstrates that our

schemes uphold crucial system properties such as mass conservation and energy dissipation structures. Moreover,

our approach allows for flexible spacial discretization choices. We provide numerical experiments to validate the

effectiveness of our method.
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