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A variational discretization method for mean curva-
ture flows by the Onsager principle
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Abstract. The mean curvature flow describes the evolution of a surface (a curve) with
normal velocity proportional to the local mean curvature. It has many applications in
mathematics, science and engineering. In this paper, we develop a numerical method
for mean curvature flows by using the Onsager principle as an approximation tool.
We first show that the mean curvature flow can be derived naturally from the Onsager
variational principle. Then we consider a piecewise linear approximation of the curve
and derive a discrete geometric flow. The discrete flow is described by a system of
ordinary differential equations for the nodes of the discrete curve. We prove that the
discrete system preserve the energy dissipation structure in the framework of the On-
sager principle and this implies the energy decreasing property. The ODE system can
be solved by the improved Euler scheme and this leads to an efficient fully discrete
scheme. We first consider the method for a simple mean curvature flow and then ex-
tend it to the volume preserving mean curvature flow and also a wetting problem on
substrates. Numerical examples show that the method has optimal convergence rate
and works well for all the three problems.
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1 Introduction

Mean curvature flow describes the process of surface evolution, where a surface moves
in its normal direction with a velocity equal to its mean curvature, i.e.

v⃗=−Hn⃗, (1.1)

where v⃗ denotes the velocity of motion of the surface, and H denotes the mean curva-
ture of the surface. n⃗ is the unit normal vector of the surface. The mean curvature flow
first appeared in materials science in the 1920s, and the general mathematical model was
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first proposed in 1957 in [39], where Mullins used it to describe how grooves develop on
the surfaces of hot polycrystals. The mean curvature flow has found numerous applica-
tions. One is in image smoothing, where it is used to improve image quality by removing
unnecessary noise and enhancing specific features without altering the transmitted in-
formation [25]. Additionally, the mean curvature flow has been employed to model a
special form of the reaction-diffusion equation in chemical reactions [43].

The numerical approximation of mean curvature flow originates from the pioneering
work of Dziuk in 1990 [19]. He proposed a parametric finite element method (PFEM) to
solve the problem based on the observation that the mean curvature flow is a diffusion
equation for the surface embedding in a bulk region. However, as the surface evolves,
the nodes in the PFEMs may overlap, leading to mesh distortion [26]. Subsequently,
various techniques have been introduced in PFEMs that allow points on interpolated
curves or surfaces to shift tangentially to produce a better distribution of nodes. For
example, Deckelnick and Dziuk introduced an artificial tangential velocity in their work
[14]. By similar motivation, Elliott and Fritz employed a DeTurck’s trick to introduce a
tangential velocity [36]. A widely used method is the parametric finite element method
developed by Barrett, Garcke, and Nürnberg [5–7]. They utilize a different variational
form which can induce tangential velocity for the mesh nodes automatically. The method
have been generalized some other geometrical flows [2–4,8–10,26,27,34]. Recently, there
are significant progresses in rigorous convergence analysis for discrete schemes for mean
curvature flows and some other geometric flows [1, 29, 30, 32, 33]. In addition, there exist
many other methods to approximate the mean curvature flow numerically, such as the
threshold dynamics method [?,38,44,47,49], the level set method [12,23,42,45,46,51], and
the phase field method [20–22, 24], etc.

In this paper, we develop a new finite element method for mean curvature flow by
using the Onsager principle as an approximation tool. We consider three different prob-
lems, namely the standard mean curvature flow, the volume preserving mean curvature
flow and a wetting problem with contact with substrate. We show that the dynamic
equations of all the three problems can be derived naturally by the Onsager principle.
Furthermore, by considering a piecewise linear approximation of the surface, we can de-
rive semi-discrete problems which preserve the energy dissipation relations just as the
continuous problems. The discrete volume can also be preserved if the continuous prob-
lem preserve the volume. The semi-discrete problems can be further discretized in time
by the improved Euler scheme. Numerical examples show that the method works well
for all the three problems. In particular, it has optimal convergence rate in space for a
mean curvature flow with analytic solutions. We mainly consider mean curvature flows
of a curve in two dimensional space, also known as curve shortening flow in literature.
Our method can be generalized to higher dimensional problems while there will be more
restrictions on the time discrete schemes to avoid mesh distortion.

The structure of the paper is as follows. In Section 2, we introduce the main idea
to use the Onsager variational principle as an approximation tool. In Section 3, we first
derive a continuous partial differential equation for a simple smooth closed curve un-
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der mean curvature flow using the Onsager principle. Subsequently, we discretize the
equation using piecewise linear curves and prove the discrete energy decays property.
We introduce a penalty term to the energy functional to avoid mesh distortion. We also
briefly discuss the extension of the method to higher dimensional cases. In Section 4, we
further consider a mean curvature flow with the constraint of volume conservation. We
derive a continuity equation and also a discrete problem. In Section 5, we further gen-
eralize the method to solve a wetting problem, which is a non-closed curve contacting
with substrates. In Section 6, we present several numerical examples to demonstrate the
efficiency of the methods. We give a few conclusion remarks in the final section.

2 The Onsager principle as an approximation tool

Consider a physical system which is described by a time-dependent function u(t). For
simplication in notation, we denote the time derivative of u by u̇= ∂u

∂t . In a dissipative
system, the evolution of u over time may cause energy dissipation, which can be quan-
tified by a dissipation function denoted by Φ(u̇). In many applications, the dissipation
function can be expressed as

Φ(u̇)=
ξ

2
∥u̇∥2

2 ,

where ξ is a positive friction coefficient. Suppose the free energy of the system is given
by a function E(u). Given u̇, the changing rate of the total energy can be computed as

Ė(u;u̇)= ⟨δE(u)
δu

,u̇⟩= dE(u+λu̇)
dλ

∣∣∣∣
λ=0

.

Then we can define a Rayleighian functional as follows

R(u;u̇)=Φ(u̇)+Ė(u;u̇). (2.1)

Based on the above aforementioned definitions, the Onsager variational principle can
be stated as follows [17, 40, 41]. For any dissipative system without inertial effect, the
evolution of the system can be obtained by minimizing the Rayleighian with respect to
u̇. In other words, the evolution equation of u is obtained by

min
u̇∈V

R(u,u̇), (2.2)

where V represents the admissible space of u̇. Since the Rayleighian is a quadratic form
with respect to u̇, the minimization problem (2.2) can be described by the Euler-Lagrange
equation

(ξu̇,φ)=−⟨δE(u)
δu

,φ⟩, ∀φ∈V, (2.3)

or in a simple form

ξu̇=−δE(u)
δu

. (2.4)
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In physics, Eq. (2.4) implies a balance between the frictional force −ξu̇ and the driven
force δE(u)

δu . For a more comprehensive introduction of the Onsager principle, we refer
to [17].

Recently, the Onsager principle is used to derive an approximate model for a physical
system [18]. The key idea is follows. Suppose that the system can be described by a
system of slow variables a = (a1,a2,··· ,aN). Suppose we can compute the approximate
energy Eh(a) and the approximate dissipation function Φh(ȧ). Then we can derive a
discrete ODE system by the Onsager principle, which is given by

δΦh

δȧ
+

δEh

δa
=0.

The method has been used to develop reduced models in complicated two-phase flows
[16, 48], some soft matter problems [37, 53], solid dewetting [28], and also in dislocation
dynamics [13]. It can also be used to derive numerical method for wetting problems [35].
In this following, we will investigate the application of the Onsager principle in deriving
numerical schemes for mean curvature flows.

3 Mean curvature flow

3.1 Derivation of the continuous equation by the Onsager principle

We mainly consider the mean curvature flow in two dimensional space. For a simple
smooth closed curve Γ(t) in the plane, the points on it are denoted by x⃗(t). We aim
to derive the mean curvature flow equation of Γ(t) by using the Onsager variational
principle.

First, suppose the dimensionless surface energy in a physical system is given by

E=
∫

Γ(t)
ds= |Γ(t)|, (3.1)

where s is the arc length parameter. In order to calculate the changing rate of the surface
energy with respect to time, we need to employ the following transport equation for a
closed curve [11]

d
dt

∫
Γ(t)

f ds=
∫

Γ(t)
(

∂ f
∂t

+vnn⃗·∇ f + f κvn)ds. (3.2)

Where v⃗= dx⃗
dt , vn = v⃗·n⃗ is the normal velocity, and κ denotes the curvature of Γ(t). Let

f =1 in (3.2), we obtain the changing rate of the total energy with respect to time

Ė= d
dt

∫
Γ(t)

ds=
∫

Γ(t)
κvnds. (3.3)

Suppose that the dissipation function in the system is given by

Φ=
1
2

∫
Γ(t)

|⃗v|2ds.
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Then the corresponding Rayleighian is defined as

R=Φ+Ė=
∫

Γ(t)
(

1
2
|⃗v|2+κvn)ds.

Using the Onsager principle, we minimize the Rayleighian R with respect to v⃗, i.e.

min
v⃗

R.

The corresponding Euler-Lagrange equation is

v⃗=−κn⃗. (3.4)

This is the mean curvature flow [31].
Substituting Eq. (3.4) into (3.3), we have

Ė=
∫

Γ(t)
κvnds=−

∫
Γ(t)

κ2ds=−2Φ≤0,

and the equality holds if and only if κ = 0. This implies that the total energy decreases
with respect to time for mean curvature flow.

3.2 A discrete mean curvature flow by the Onsager principle

In this section, we aim to numerically solve the dynamic equation (3.4). Suppose that the
curve Γ(t) can be approximated by piecewise linear segments, as illustrated in Figure 1.
Denote the nodes by

x⃗1(t), x⃗2(t),..., x⃗n(t),

where x⃗i(t)= (x(1)i (t),x(2)i (t))T (1≤ i≤n). The line segments connecting adjacent nodes
are denoted by Γi(t) = x⃗i(t)x⃗i+1(t) (1≤ i ≤ n−1) and Γn(t) = x⃗n(t)x⃗1(t). Therefore, the

approximate curve is given by Γh(t)=
n⋃

i=1
Γi(t).

Figure 1: Selection of interpolation points.
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We will derive the dynamic equation for Γh(t) by using the Onsager principle. For a
line segment Γi(t) (1≤ i≤n), the points on the segment can be expressed as

x⃗h(t)=µ[⃗xi+1(t)− x⃗i(t)]+ x⃗i(t)=(1−µ)x⃗i(t)+µx⃗i+1(t),

where 0≤ µ= s
|⃗xi+1(t)−x⃗i(t)| ≤ 1 is a parameter and s is the arc length parameter of Γi(t).

x⃗n+1 is set to be x⃗1. The velocity of each point x⃗h(t) is given by

v⃗h(t)=(1−µ) ˙⃗xi(t)+µ ˙⃗xi+1(t).

The unit tangent vector of Γi(t) is calculated by

τ⃗i =
x⃗i+1(t)− x⃗i(t)
|⃗xi+1(t)− x⃗i(t)|

.

The outward unit normal vector is given by

n⃗i =
P[⃗xi+1(t)− x⃗i(t)]
|⃗xi+1(t)− x⃗i(t)|

,

where the rotation matrix P=
(

0 1
−1 0

)
.

For the discrete curve Γh(t), the discrete energy is calculated by

Eh =
∫

Γh(t)
ds=

n

∑
i=1

∫
Γi(t)

ds=
n

∑
i=1

|Γi(t)|=
n

∑
i=1

|⃗xi+1(t)− x⃗i(t)|.

The discrete dissipation function is calculated by

Φh =
1
2

∫
Γh(t)

|⃗vh|2ds.

By the Onsager principle, we minimize the discrete Rayleighian with respect to ˙⃗xi, i.e.

min
˙⃗xi

Rh :=Φh+Ėh. (3.5)

The corresponding Euler-Lagrange equation is

∂Φh

∂ ˙⃗xi
+

∂Eh

∂x⃗i
=0. (3.6)

This leads to a system of ordinary differential equations with respect to the variables
˙⃗xi (1≤ i≤n).

We can specify the explicit formula for (3.6) by direct calculations. Denote by Ẋ =
( ˙⃗xT

1 , ˙⃗xT
2 ,..., ˙⃗xT

n )
T and notice that Φh is a quadratic function with respect to ˙⃗xi (1≤i≤n). The

equation set (3.6) can be rewritten as

AẊ=G, (3.7)
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where the coefficient matrix A is symmetric positive definite and the right-hand term
G=(g⃗T

1 , g⃗T
2 ,..., g⃗T

n )
T, such that Φh=

1
2 ẊT AẊ and g⃗i=− ∂Eh

∂x⃗i
. The explicit formulas for A and

G are given in Appendix.
We can easily prove the discrete energy dissipative property of the ODE system (3.7).

Theorem 3.1. Suppose Ẋ=( ˙⃗xT
1 , ˙⃗xT

2 ,..., ˙⃗xT
n )

T is the solution of the system (3.7), then we have

dEh

dt
=−2Φh ≤0,

where the equality holds if and only if ˙⃗xi =0 (0≤ i≤n).

Proof. Direct calculations give

dEh

dt
=

n

∑
i=1

∂Eh

∂x⃗i
· ˙⃗xi =−

n

∑
i=1

g⃗i · ˙⃗xi =−ẊTG=−ẊT AẊ=−2Φh.

Here we have used Eq. (3.7). Since the coefficient matrix A is positive definite, we prove
the theorem.

3.3 Stabilization for uniform distribution of vertexes

In real simulations, it is necessary to introduce a penalty term to the energy function Eh
in order to avoid vertexes accumulations on the discrete curve. For that purpose, we add
a penalty term to the discrete energy function Eh as follows,

E δ
h = |Γh(t)|+δ

n

∑
i=1

( |Γi(t)|
|Γi+1(t)|

−1
)2

=
n

∑
i=1

[|⃗xi+1(t)− x⃗i(t)|+δ
( |⃗xi+1(t)− x⃗i(t)|
|⃗xi+2(t)− x⃗i+1(t)|

−1
)2
].

(3.8)

In general may take δ= 1
n in order to reduce the impact of the penalty term on |Γh(t)|. By

the Onsager principle, we can obtain ˙⃗xi by minimizing the corresponding Rayleighian,
i.e.

min
˙⃗xi

Rδ
h :=Φh+Ė δ

h . (3.9)

The corresponding Euler-Lagrange equation is

∂Φh

∂ ˙⃗xi
+

∂E δ
h

∂x⃗i
=0.

Similarly the above equation can be rewritten as

AẊ=Gδ, (3.10)

where Gδ = ((g⃗δ
1)

T,(g⃗δ
2)

T,...,(g⃗δ
n)

T)T with g⃗δ
i =− ∂E δ

h
∂x⃗i

. We refer to the Appendix for the
explicit forms of gδ

i .
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3.4 Mean curvature flow in high dimensional spaces

In the end of the section, we briefly discuss the mean curvature flow in higher dimen-
sional spaces. For a n-dimensional hypersurface Γ(t) in Rn+1, we can also derive the
mean curvature flow equation and its discretization by the Onsager variational princi-
ple.

First, suppose the dimensionless surface energy in a physical system is given by

E=
∫

Γ(t)
ds= |Γ(t)|.

Similarly to the curve case, we compute the changing rate of the total energy by using
the Reynolds transport equation as

Ė= d
dt

∫
Γ(t)

ds=
∫

Γ(t)
Hvnds, (3.11)

where vn = v⃗·n⃗ is the normal velocity and H=∑n
j=1κj is the mean curvature of Γ(t) with

κ1,...,κn being the principal curvatures † . Suppose the dissipation function in the system
is given by

Φ=
1
2

∫
Γ(t)

|⃗v|2ds.

Then the corresponding Rayleighian is defined as

R=Φ+Ė=
∫

Γ(t)
(

1
2
|⃗v|2+Hvn)ds.

By the Onsager principle, we minimize the Rayleighian R with respect to v⃗, i.e.

min
v⃗

R.

The corresponding Euler-Lagrange equation is

v⃗=−Hn⃗. (3.12)

This gives a mean curvature flow equation in high dimensional space.
To discretize Eq. (3.12), we can follow the same approach as the curve case. We

first approximate the surface Γ(t) by a discrete surface Γh(t) :=
⋃

T∈Th
T consists of piece-

wise nondegenerate n-dimensional simplices T. Then we derive a discrete system for
the vertexes of the triangulation by using the Onsager principle similarly as that in the
previous subsections. In principle, we could solve the discrete system to approximate
the mean curvature flow for the hypersurface. However, there may be more restrictions
on the time discrete schemes to avoid mesh distortion in high dimensional cases. Some
properly designed semi-implicit schemes may have nice property as the parametric finite
element method [5]. This will be left for future work.

†Notice that the definition of the mean curvature differs from the common one H= 1
n ∑n

j=1 κj [15].
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4 Volume preserving mean curvature flow

4.1 Derivation of the dynamic equation by the Onsager principle

In many applications, the surface energy is minimized while the volume enclosed by
the surface is preserved. This can be described by mean curvature flow with volume
preservation. In the following, we will derive the geometric equation for such a problem
by using the Onsager principle.

We suppose that the area enclosed by a closed curve Γ(t) is S. The changing rate of
the area with respect to time is calculated by

dS
dt

=
∫

Γ(t)
v⃗·n⃗ds=

∫
Γ(t)

vnds.

We assume that both the energy and the dissipative function are the same as in the section
3.1. The Rayleighian R is defined in (2.1). When the area S is preserved, the Onsager
principle can be stated as follows. We minimize the Rayleighian R with respect to v⃗
under the constraint dS

dt =0, i.e.
min

v⃗
R,

s.t.
dS
dt

=0.
(4.1)

Introduce a Lagrangian multiplier λ. An augmented Lagrangian is defined as

L(⃗v,λ)=R+λ
dS
dt

=
∫

Γ(t)
(

1
2
|⃗v|2+κvn+λvn)ds.

We let {
δL
δv⃗ =0,
∂L
∂λ =0.

By direct calculations, the corresponding Euler-Lagrange equation is given by{
v⃗=−(κ+λ)⃗n,∫

Γ(t)vnds=0. (4.2)

The equation can be simplified as follows. We substitute the first equation of (4.2) into
the second equation. This leads to ∫

Γ(t)
−(κ+λ)ds=0,

which implies that

λ|Γ(t)|=−
∫

Γ(t)
κds.



10 Y. Liu and X. Xu, / CSIAM Trans. Appl. Math., x (20xx), pp. 1-33

For a simple smooth closed curve Γ(t) in the plane, the Gauss-Bonnet formula implies
that ∫

Γ(t)
κds=2π. (4.3)

This leads to
λ=− 2π

|Γ(t)| .

Therefore, we obtain the equation of volume preserving mean curvature flow as follows

v⃗=−(κ− 2π

|Γ(t)| )⃗n. (4.4)

By substituting Eq. (4.4) into (3.3), we have

Ė=
∫

Γ(t)
κvnds=−

∫
Γ(t)

κ(κ− 2π

|Γ(t)| )ds=−
∫

Γ(t)
(κ− 2π

|Γ(t)| )
2ds=−2Φ≤0.

Here we have used Eq. (4.3) so that∫
Γ(t)

2π

|Γ(t)| (κ−
2π

|Γ(t)| )ds=
2π

|Γ(t)| (
∫

Γ(t)
κds− 2π

|Γ(t)|

∫
Γ(t)

ds)=0.

We can easily see that the energy decreases with respect to time under the volume pre-
serving mean curvature flow.

4.2 Discretization of the dynamic equation by the Onsager principle

In this subsection, we will numerically solve the dynamic equation (4.2) of Γ(t) for the
volume preserving mean curvature flow. The discretization of the curve is the same as
that in Section 3.2 (Figure 1).

The area enclosed by the approximate curve Γh(t) is denoted as Sh. Then the changing
rate of Sh with respect to time is calculated as

dSh

dt
=
∫

Γh(t)
vh,nds=

n

∑
i=1

∫
Γi(t)

v⃗h ·n⃗ids.

By using the Onsager principle, we minimize the discrete Rayleighian with respect to ˙⃗xi
under the area conservation constraint, i.e.

min
˙⃗xi

Rh :=Φh+Ėh,

s.t.
dSh

dt
=0.

(4.5)

The corresponding discrete augmented Lagrangian is defined as

Lh( ˙⃗xi,λ)=Rh+λ
dSh

dt
.
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We let {
∂Lh
∂ ˙⃗xi

=0,
∂Lh
∂λ =0.

The corresponding Euler-Lagrange equation is given by{
∂Φh
∂ ˙⃗xi

+λ ∂(Sh)t

∂ ˙⃗xi
=− ∂Eh

∂x⃗i
,

dSh
dt =0.

(4.6)

This is a system of differential-algebraic equations with respect to ˙⃗xi (1≤ i≤n) and λ.
Denote by Ẋ=( ˙⃗xT

1 , ˙⃗xT
2 ,..., ˙⃗xT

n ,λ)T and notice that Φh is a quadratic function with respect
to ˙⃗xi (1≤ i≤n). The system (4.6) can be rewritten as

ÂẊ= Ĝ, (4.7)

where the coefficient matrix Â is a symmetric matrix and Ĝ = (g⃗T
1 , g⃗T

2 ,..., g⃗T
n ,gn+1)

T. The
explicit formulas for Â and Ĝ are given in Appendix.

In the following, we will prove the discrete energy decreasing property of the system
(4.7).

Theorem 4.1. Suppose Ẋ=( ˙⃗xT
1 , ˙⃗xT

2 ,..., ˙⃗xT
n ,λ)T is the solution of Eq. (4.7), then we have

dEh

dt
=−2Φh ≤0,

where the equality holds if and only if ˙⃗xi =0 (0≤ i≤n).

Proof. First introduce some notations, A0 := Â(1,...,2n|1,...,2n),Ẋ0 := Ẋ(1,...,2n). Direct
calculations give

dEh

dt
=

n

∑
i=1

∂Eh

∂x⃗i
· ˙⃗xi =−

n

∑
i=1

[
∂Φh

∂ ˙⃗xi
+λ

∂(Sh)t

∂ ˙⃗xi
]· ˙⃗xi

=−
n

∑
i=1

∂Φh

∂ ˙⃗xi
· ˙⃗xi−λ

n

∑
i=1

∂(Sh)t

∂ ˙⃗xi
· ˙⃗xi =−ẊT

0 A0Ẋ0−λ
dSh

dt

=−ẊT
0 A0Ẋ0=−2Φh.

Here we have used Eq. (4.6). It is also easy to know that the matrix A0 is symmetric
positive definite, so the theorem is proved.

In simulations, we also use the modified energy function E δ
h to avoid the mesh degen-

eracy, as in section 3.3, and the corresponding Euler-Lagrange equation is

ÂẊ= Ĝδ. (4.8)
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5 Wetting problems

In this section, we further apply the method to wetting problems which can be formu-
lated as a volume preserving mean curvature flow for curves in contact with the sub-
strates.

5.1 Derivation of the dynamic equation by the Onsager principle

We consider a two dimensional wetting problem, as illustrated in Figure 2, where the
total energy of a liquid-vapor-solid system is composed of three components (c.f. [49]),
i.e.

Ẽ=γLV |ΓLV |+γSL|ΓSL|+γSV |ΓSV |, (5.1)

where γLV , γSL and γSV represent the energy densities of the liquid-vapor interface ΓLV ,
the solid-liquid interface ΓSL and the solid-vapor interface ΓSV respectively. Assuming
that the solid boundary ΓS = ΓSL

⋃
ΓSV is homogeneous, then both γSL and γSV are con-

stants. In equilibrium the angle between the liquid-vapor interface and the solid interface
is determined by Young’s equation [50]:

γLV cosθY =γSV−γSL.

Figure 2: Schematic diagram of a liquid-vapor-solid system.

By using the Young’s equation, (5.1) can be further simplified to

Ẽ=γLV |ΓLV |−
γLV cosθY

2
|ΓSL|+

γLV cosθY

2
(|ΓS|−|ΓSL|)+

γSL+γSV

2
|ΓS|

=γLV |ΓLV |−γLV cosθY|ΓSL|+C,
(5.2)

where C=γSV |ΓS|.
Consider a general non-closed curve Γ̃(t), where the left and right endpoints lie on

the same horizontal line, as shown in Figure 3. Let x⃗(s,t) denote the points on the curve
Γ̃(t), where s is the arc length parameter. We define the counterclockwise direction as the
positive direction of the curve Γ̃(t), and denote its length as L(t). The right endpoint is
represented by x⃗(0,t) and the left endpoint by x⃗(L,t). The left and right contact angles
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between the curve Γ̃(t) and the horizontal line are denoted by θL and θ0, respectively. The
unit tangent vector is denoted by τ⃗ and the outward unit normal vector by n⃗. Under the
constraint that the area enclosed by Γ̃(t) and the horizontal line remains constant, we aim
to derive the evolution equation of the non-closed curve Γ̃(t) under volume preserving
mean curvature flow.

Figure 3: A non-closed curve whose two endpoints always lie on the same horizontal line.

The total surface energy in (5.2) can be rewritten as

Ẽ=γ[L(t)−|⃗x(0,t)− x⃗(L,t)|cosθY]+C,

where γ = γLV represents the surface energy density and θY denotes the Young’s an-
gle. Since the left and right endpoints of Γ̃(t) lie on the bottom line, they possess solely
horizontal velocities. Taking the horizontal right direction as the positive direction, the
velocities at the left and right endpoints are denoted by vL(t) and v0(t), respectively. The
changing rate of the length L(t) of Γ̃(t) with respect to time is given by (c.f. Lemma 5.1
in [35])

dL(t)
dt

=
∫

Γ̃(t)
κvnds+v0cosθ0−vL cosθL.

Therefore, the changing rate of the total energy is calculated as

˙̃E=γ[
dL(t)

dt
− d

dt
|⃗x(0,t)− x⃗(L,t)|cosθY]

=γ[
∫

Γ̃(t)
κvnds+v0cosθ0−vL cosθL−cosθY(v0−vL)]

=γ[
∫

Γ̃(t)
κvnds+v0(cosθ0−cosθY)−vL(cosθL−cosθY)].

(5.3)

We suppose that the dissipation function of Γ̃(t) is given by

Φ̃=
ξ0

2

∫
Γ̃(t)

|⃗v|2ds+
ξ1

2
v2

0+
ξ1

2
v2

L, (5.4)

where ξ0,ξ1 are positive friction coefficients. Notice we introduce additional terms ξ1
2 v2

0

and ξ1
2 v2

L to the dissipation function Φ̃, which are dissipations due to the contact line
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frictions. As a result, it characterize the relaxation process of the contact angles from
their initial values θL and θ0 to the equilibrium Young’s angle θY. Then the corresponding
Rayleighian is given by

R̃= Φ̃+ ˙̃E .

In wetting problems, the volume of a liquid is preserved. The time derivative of the area
S̃ enclosed by the curve Γ̃(t) and the bottom line is given by (c.f. Lemma5.1 in [35])

dS̃
dt

=
∫

Γ̃(t)
vnds.

By using the Onsager principle, we minimize the Rayleighian R̃ with respect to v⃗,v0,vL
under the area conservation condition, i.e.

min
v⃗,v0,vL

R̃,

s.t.
dS̃
dt

=0.

Introduce a Lagrangian multiplier λ, the corresponding augmented Lagrangian is de-
fined as

L̃(⃗v,v0,vL,λ)= R̃+λ
dS̃
dt

=
∫

Γ̃(t)
(

ξ0

2
|⃗v|2+γκvn+λvn)ds+

ξ1

2
v2

0+
ξ1

2
v2

L

+γ[v0(cosθ0−cosθY)−vL(cosθL−cosθY)].

We let 
δL̃
δv⃗ =0,
∂L̃
∂v0

=0,
∂L̃
∂vL

=0,
∂L̃
∂λ =0.

This leads to the following Euler-Lagrange equation
ξ0v⃗=−(γκ+λ)⃗n,
ξ1v0=−γ(cosθ0−cosθY),
ξ1vL =γ(cosθL−cosθY),∫

Γ̃(t)vnds=0.

(5.5)

Substitute the first equation of (5.5) into the last one. We get∫
Γ̃(t)

−(γκ+λ)ds=0.

This implies that

λL(t)=−γ
∫

Γ̃(t)
κds. (5.6)
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For the closed curve consisting of Γ̃(t) and the bottom line, applying the Gauss-Bonnet
formula yields ∫

Γ̃(t)
κds+0· |⃗x(0,t)− x⃗(L,t)|+π−θ0+π−θL =2π.

This leads to ∫
Γ̃(t)

κds= θ0+θL. (5.7)

Substituting Eq. (5.7) into (5.6), we have

λ=−γ(θ0+θL)

L(t)
.

Therefore, the dynamic equation for a wetting problem can be described by
v⃗=−ξ−1

0 γ(κ− θ0+θL
|Γ̃(t)| )⃗n,

v0=−ξ−1
1 γ(cosθ0−cosθY),

vL = ξ−1
1 γ(cosθL−cosθY),

(5.8)

where v⃗ denotes the velocity of the curve, v0 and vL are respectively the horizontal veloc-
ity of the two endpoints, θL and θ0 denote the left and right contact angles of the curve
with the bottom line, and |Γ̃(t)| denotes the length of the curve.

Substituting Eq. (5.8) into (5.3), we get

˙̃E=−γ2[
∫

Γ̃(t)
ξ−1

0 κ(κ− θ0+θL

L(t)
)ds+ξ−1

1 (cosθ0−cosθY)
2+ξ−1

1 (cosθL−cosθY)
2]. (5.9)

By (5.7), we can easily derive∫
Γ̃(t)

κ(κ− θ0+θL

L(t)
)ds=

∫
Γ̃(t)

(κ− θ0+θL

L(t)
)2ds.

This directly leads to
˙̃E=−2Φ̃≤0.

This implies that the total energy decreases with respect to time for the system character-
ized by the dynamic equation (5.8).

5.2 Discretization of the dynamic equation by the Onsager principle

In this section, we aim to numerically solve the dynamic equation (5.5). Suppose that the
curve Γ̃(t) can be approximated by piecewise linear segments, as illustrated in Figure 4.
Denote the nodes by

x⃗1(t), x⃗2(t),..., x⃗n(t).
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Where x⃗i(t) = (x(1)i (t),x(2)i (t))T (1 ≤ i ≤ n), the right endpoint x⃗1(t) = (x(1)1 (t),0)T and

the left endpoint x⃗n(t) = (x(1)n (t),0)T. The line segments connecting adjacent nodes are
denoted by Γ̃i(t) = x⃗i(t)x⃗i+1(t) (1 ≤ i ≤ n−1). Consequently, the approximate curve is

given by Γ̃h(t)=
n−1⋃
i=1

Γ̃i(t).

Figure 4: Selection of interpolation points.

We will derive the dynamic equation for Γ̃h(t) by using the Onsager principle. Similar
to that in Section 3.2, for a line segment Γ̃i(t) (1≤ i≤n−1), the points on the segment can
be expressed as x⃗h(t)=(1−µ)x⃗i(t)+µx⃗i+1(t), where 0≤µ= s

|⃗xi+1−x⃗i |≤1 is a parameter and
s is the arc length parameter of Γ̃i(t). The velocity of each point x⃗h(t) is given by v⃗h(t)=
(1−µ) ˙⃗xi(t)+µ ˙⃗xi+1(t). The unit tangent vector of Γ̃i(t) is calculated by τ⃗i =

x⃗i+1(t)−x⃗i(t)
|⃗xi+1(t)−x⃗i(t)| .

The outward unit normal vector is given by n⃗i =
P[⃗xi+1(t)−x⃗i(t)]
|⃗xi+1(t)−x⃗i(t)| .

For the discrete curve Γ̃h(t), the discrete energy is calculated by

Ẽh =γ[|Γ̃h(t)|−|⃗x1(t)− x⃗n(t)|cosθY]+C

=γ{
n−1

∑
i=1

|⃗xi+1(t)− x⃗i(t)|−[x(1)1 (t)−x(1)n (t)]cosθY}+C.
(5.10)

The discrete dissipation function is calculated by

Φ̃h =
ξ0

2

∫
Γ̃h(t)

|⃗vh|2ds+
ξ1

2
v2

h,0+
ξ1

2
v2

h,L

=
ξ0

2

n−1

∑
i=1

∫
Γ̃i(t)

[(1−µ) ˙⃗xi(t)+µ ˙⃗xi+1(t)]2ds+
ξ1

2
[ẋ(1)1 (t)]2+

ξ1

2
[ẋ(1)n (t)]2.

Denote by S̃h the area enclosed by the discrete curve Γ̃h(t) and the bottom line. Then the
changing rate of S̃h with respect to time is calculated as

dS̃h

dt
=
∫

Γ̃h(t)
vh,nds=

n−1

∑
i=1

∫
Γ̃i(t)

v⃗h(t)·n⃗ids.

Taking the horizontal right direction as the positive direction, here we denote the normal
velocity at the two endpoints by

˙⃗x1(t)·n⃗1= ẋ(1)1 (t)sinθ0, ˙⃗xn(t)·n⃗n−1=−ẋ(1)n (t)sinθL,
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where

sinθ0=
x(2)2 (t)

|⃗x2(t)− x⃗1(t)|
, sinθL =

x(2)n−1(t)
|⃗xn(t)− x⃗n−1(t)|

.

By using the Onsager principle, we minimize the discrete Rayleighian with respect to
˙⃗xi(2≤ i≤n−1), ẋ(1)1 , ẋ(1)n under the area conservation constraint, i.e.

min
˙⃗xi ,ẋ

(1)
1 ,ẋ(1)n

R̃h := Φ̃h+
˙̃Eh,

s.t.
dS̃h

dt
=0.

(5.11)

The corresponding discrete augmented Lagrangian is defined as

L̃h( ˙⃗xi, ẋ
(1)
1 , ẋ(1)n ,λ)= R̃h+λ

dS̃h

dt
.

We set 

∂L̃h
∂ ˙⃗xi

=0,
∂L̃h

∂ẋ(1)1

=0,
∂L̃h

∂ẋ(1)n
=0,

∂L̃h
∂λ =0.

The corresponding Euler-Lagrange equation is given by

∂Φ̃h
∂ ˙⃗xi

+λ ∂(S̃h)t

∂ ˙⃗xi
=− ∂Ẽh

∂x⃗i
, f or 2≤ i≤n−1,

∂Φ̃h

∂ẋ(1)1

+λ ∂(S̃h)t

∂ẋ(1)1

=− ∂Ẽh

∂x(1)1

,

∂Φ̃h

∂ẋ(1)n
+λ ∂(S̃h)t

∂ẋ(1)n
=− ∂Ẽh

∂x(1)n
,

dS̃h
dt =0.

(5.12)

This is a system of differential-algebraic equations with respect to ˙⃗xi (2≤i≤n−1), ẋ(1)1 , ẋ(1)n
and λ.

For convenience of representation, we add two equations ẋ(2)1 = 0, ẋ(2)n = 0 to (5.12)
and denote Ẋ=( ˙⃗xT

1 , ˙⃗xT
2 ,..., ˙⃗xT

n ,λ)T. Observe that Φ̃h is a quadratic function with respect to
˙⃗xi (1≤ i≤n). Then the system (5.12) can be rewritten as

ÃẊ= G̃, (5.13)

where the coefficient matrix Ã is symmetric and the right-hand term G̃=( ˜⃗gT
1 , ˜⃗gT

2 ,..., ˜⃗gT
n , g̃n+1)

T.
The explicit formulas for Ã and G̃ are given in Appendix.

We can easily prove the discrete energy dissipative property of the ODE system (5.13).
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Theorem 5.1. Suppose Ẋ=( ˙⃗xT
1 , ˙⃗xT

2 ,..., ˙⃗xT
n ,λ)T is the solution of Eq. (5.13), then we have

dẼh

dt
=−2Φ̃h ≤0,

where the equality holds if and only if ˙⃗xi =0 (0≤ i≤n).

The proof is similar to that of Theorem 4.1 and we skip it for simplicity in presentation.
As in the section 3.3, we add a penalty term to the energy function Ẽh in order to make

the nodes on the discrete curve uniformly distributed. The modified energy function is
denoted by

Ẽ δ
h = Ẽh+δ

n−2

∑
i=1

( |Γ̃i(t)|
|Γ̃i+1(t)|

−1
)2.

We generally take δ= 1
n−2 in order to reduce the impact of the penalty term on Ẽh. The

corresponding Euler-Lagrange equation is

ÃẊ= G̃δ. (5.14)

6 Numerical experiments

We will present some experimental simulation results in this section. In simulations, we
solve this problems using the improved Euler’s method as follows{

predictor : ¯̄X
k+1

= Xk+Ẋk∆t,

corrector : Xk+1 = Xk+ (Ẋk+ ˙̄̄Xk+1)
2 ∆t.

(6.1)

Where Xk represents the position of the curve at time tk. For Eq. (3.10), Ẋk=A−1(Xk)Gδ(Xk)

denotes the time derivative of Xk, and ˙̄̄Xk+1 = A−1( ¯̄Xk+1)Gδ( ¯̄Xk+1). For Eq. (4.8) and
(5.14), we use Â, Ĝδ and Ã, G̃δ respectively.

6.1 Mean curvature flow

6.1.1 The evolution of a circular curve

We consider the evolution of a circle under mean curvature flow. Notice that the curve
will always be circular in this case. We can assume that

Γ(t) :={x⃗(α,t)=ρ(t)(cosα,sinα)T, 0≤α≤2π}, (6.2)

where ρ(t) denotes the radius of the circle at time t, and it satisfies the initial condition
ρ(0)=R0. By substituting Eq. (6.2) into Eq. (3.4), we have

dρ

dt
=− 1

ρ(t)
. (6.3)
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Solving Eq. (6.3), we can obtain the evolution equation of the curve Γ(t):

x⃗(α,t)=
√

R2
0−2t(cosα,sinα)T, 0≤α≤2π. (6.4)

Hence, under mean curvature flow, a circle of initial radius R0 gradually shrinks to a

circle of radius
√

R2
0−2t at time t, and eventually collapses to a point at time t= R2

0
2 .

In our numerical simulations, the initial curve is taken as the unit circle. The circle
is discretized uniformly with x⃗i =(cos 2π

n i,sin 2π
n i)T. The shape of the curve at some time

steps are shown in Figure 5, while the change of the discrete energy function Eh(t) over
time is shown in Figure 6. We can see that discrete curves are circular and the discrete
energy decreases gradually.
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Figure 5: Evolution of a unit circle under mean curvature flow (n=40).

Since the explicit solution is known in this example (as shown in (6.4)), we can com-
pute the errors of the numerical solutions. We denote the point on the discrete curve
Γh(t) by x⃗h(α,t). We define the error as

err1 := max
x⃗h∈Γh(t)

dist(x⃗h,Γ(t)). (6.5)

The convergence order, which characterizes the rate of convergence, is calculated as fol-



20 Y. Liu and X. Xu, / CSIAM Trans. Appl. Math., x (20xx), pp. 1-33

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

t

0

1

2

3

4

5

6

7

Figure 6: The change of the discrete energy Eh(t) with respect to time.

lows

order := ln(
err(k)1

err(k+1)
1

)/ln(
nk+1

nk
). (6.6)

We set T= 0.2 and choose a time step size of ∆t= 0.00025, which is small enough so
that the error with respect to time discretization is of higher order. Taking the number of
nodes as n=5,10,20,40,80, the corresponding numerical errors and convergence order are
presented in Table 1. We could see the method has second order convergent in distance
norm with respect to the spacial mesh size.

Table 1: Error and convergence order of the numerical method in Section 3.2.

n 5 10 20 40 80
err1 8.1561e-02 1.7758e-02 4.2941e-03 1.0647e-03 2.6563e-04

Order - 2.20 2.05 2.01 2.00

6.1.2 The evolution of a flower-shaped curve

We consider the evolution of a flower-shaped curve under mean curvature flow. The
parametric equation for the initial flower-shaped curve is given by:

x⃗(α)=(2−2sin(5α))(cosα,sinα)T, 0≤α≤2π. (6.7)

We discretize the curve uniformly in α by setting x⃗i = x⃗(αi) with αi =
2π
n i. The evolution

of the curve is plotted in Figure 7, and the change of the discrete energy function Eh(t)
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is illustrated in Figure 8. We can see that the curve gradually changes to a circular shape
and also shrinks in length. We can also see how the discrete energy function gradually
decreases as the curve evolves under mean curvature flow.
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Figure 7: Evolution of a flower-shaped curve under mean curvature flow (n=80).

6.1.3 Effect of the penalty term

In section 3.3, we have added a penalty term into the discrete energy function Eh to avoid
mesh degeneracy. Here, we will show the effect of the penalty. Define a mesh ratio
indicator (MRI) Ψ(t) of the discrete curve Γh(t) (as in [52]) that

Ψ(t)=
max1≤i≤n |⃗xi+1− x⃗i|
min1≤i≤n |⃗xi+1− x⃗i|

.

For the circular curve case, the change of the MRI function Ψ(t) is shown in Figure 9.
Notably, the MRI function Ψ(t) remains constant 1 (i.e. the mesh maintain a uniform dis-
tribution) for both situations with or without the penalty term. In this case, the penalty
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Figure 8: The change of the discrete energy Eh(t) with respect to time.

term is not necessary. However, for the flower-shaped curve case, the situation is differ-
ent, as shown in Figure 10. It is observed that without the penalty term, Ψ(t) changes
drastically over time, indicating very poor mesh property. In comparison, if we include
the penalty term, the change of Ψ(t) is mild and goes to 1 gradually. Therefore, adding
a penalty term in the energy significantly improves the mesh quality during the evolu-
tion of a flower-shaped curve under mean curvature flow. We also test the effect of the
the penalty term for the numerical experiments in next subsections. The observations
are similar. The penalty term seems not necessary for smooth curves like circles while it
helps to improve the mesh quality for more singular curves.
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(b) Adding the penalty term to Eh(t).

Figure 9: The change of the MRI function Ψ(t) over time for the circular curve.
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Figure 10: The change of the MRI function Ψ(t) over time for the flower-shaped curve.

6.2 Volume preserving mean curvature flow

In this subsection, we show numerical simulations for the volume preserving mean cur-
vature flow. We choose the same initial curve as that in Section 6.1.2. We discretize the
curve (6.7) uniformly in α by setting x⃗i = x⃗(αi) with αi =

2π
n i. The evolution of the curve

is plotted in Figure 11. We can see that the flower-shaped curve slowly becomes convex
and eventually evolves into a circular shape. Due to the constraint that the enclosed area
remains constant, the shape of the curve will not change after it becomes a circle, i.e.,
it will reach a stationary state. The discrete energy function Eh(t) changes with time as
shown in Figure 12. We can see that the discrete energy function decreases in early stage
and then approaches to a constant when the system goes to the stationary state.

6.3 Wetting problems

We consider the x-axis as the horizontal line with the positive direction to the right. The
initial curve is taken as a unit semicircle

Γ̃(0) : x⃗(α)=(cosα,sinα)T, 0≤α≤π. (6.8)

Under the constraint that the area enclosed by Γ̃(t) and the x-axis remains constant, when
Γ̃(t) reaches a stationary state under mean curvature flow, the energy no longer changes,
i.e., the changing rate of the energy over time ˙̃E=0. From the expression (5.3) of ˙̃E , the left
and right contact angles of the curve at stationary state are equal to the Young’s angle.

We discretize the curve uniformly in α by setting x⃗i = x⃗(αi) with αi =
π
n i and take the

Young’s angle θY as 2π
3 and π

3 respectively. The evolution of the curve is plotted in Figure
13 while the change of the discrete energy function Ẽh (with C=0 in Eq. (5.10)) over time
is shown in Figure 14. We can see that the droplet gradually change its shape from a
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Figure 11: Evolution of a flower-shaped curve under the volume preserving mean curvature flow (n=80).

semi-circle to a circular shape with stationary contact angles. From Figure 14 we can see
that the discrete energy function initially decreases to a constant value.

The exact solutions of wetting problems can be affected by lateral displacement of the
curve. We thus define the error as the difference of the stationary-state energy between
the discrete curve and the smooth curve, i.e.

err2 := |Ẽ −Ẽh|. (6.9)

The convergence order is calculated as in Eq. (6.6). We conducted numerical simulations
with different parameters to evaluate the accuracy and convergence of the method, set-
ting ξ0 = ξ1 = 1. For the case where Young’s angle is θY = 2π

3 , we use a time step size of
∆t=10−5 and varied the number of nodes as n=5,10,20,40,80. The simulation was per-
formed until T=4. The resulting errors and convergence order are summarized in Table
2. Similarly, for the case where Young’s angle is θY =

π
3 , we used the same time step size

and varied the number of nodes as before. The simulation was performed until T = 5,
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Figure 12: The change of the discrete energy Eh(t) with respect to time.

and the corresponding errors and convergence order are presented in Table 3. We could
see the method has second order convergent with respect to the spacial mesh size.

Table 2: The errors on the energy and the convergence order for θY = 2π
3 .

n 5 10 20 40 80
err2 5.5339e-02 1.0682e-02 2.3179e-03 5.0081e-04 9.2443e-05

Order - 2.37 2.20 2.21 2.44

Table 3: The errors on the energy and the convergence order for θY = π
3 .

n 5 10 20 40 80
err2 6.2309e-02 1.2166e-02 2.4918e-03 4.8600e-04 5.6509e-05

Order - 2.36 2.29 2.36 3.10

Notice that the energy is a very weak measure on the accuracy of the numerical solu-
tion. We could also consider the convergence of the error under some stronger measures,
like the manifold distance [52], i.e.

err3 := |(Ωh\Ω)∪(Ω\Ωh)|= |Ωh|+|Ω|−2|(Ωh∩Ω)|. (6.10)

Here Ωh is the region enclosed by the discrete curve Γ̃h and the horizontal line, and Ω
is the region enclosed by the smooth curve Γ̃ and the horizontal line. However, we find
that the convergence rate is not optimal for the error. The main reason is that we are
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Figure 13: Evolution of unit semicircles in the wetting problem (n=40).

comparing with the analytical solution in stationary state, which is obtained by the nu-
merical solution at final time T even the energy seems unchanged anymore. To accelerate
the process of the droplet going to stationary state, we decrease the friction coefficients
ξ0 and ξ1. For the case θY =

2π
3 , we set ξ0 = ξ1 =0.1, with a time step size of ∆t=5×10−6.

For the case θY =
π
3 , we set ξ0= ξ1=0.02, with a time step size of ∆t=10−6. The end time

is the same as the previous tests. The numerical errors and convergence order are given
in Table 4 and Table 5. We can see that our method gives optimal convergence order with
respect to spatial mesh size for the errors measured in manifold distance.

Table 4: The errors in manifold distance and the convergence order for θY = 2π
3 .

n 5 10 20 40 80
err3 1.7023e-01 3.4356e-02 7.6659e-03 1.7409e-03 4.4573e-04

Order - 2.31 2.16 2.14 1.97
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Figure 14: The change of the discrete energy Ẽh(t) with respect to time.

Table 5: The errors in manifold distance and the convergence order for θY = π
3 .

n 5 10 20 40 80
err3 1.5658e-01 3.1706e-02 7.1495e-03 1.6998e-03 4.1545e-04

Order - 2.30 2.15 2.07 2.03

7 Conclusions

In this paper, we develop a novel finite element method for mean curvature flows by
using the Onsager principle as an approximation tool. The key feature of the method is
that the semi-discrete scheme preserves the energy dissipation relations of the Onsager
principle. This is important for many applications. We apply the method to three dif-
ferent problems, namely the simple mean curvature flow, the volume preserving mean
curvature flow and a wetting problem on substrate. Numerical examples show that the
method works well for all the three problems.

There are several problems we need to study in the future. Firstly, we apply an explicit
Euler scheme for the time discretization. The scheme is stable only the time step is small
enough. We need consider implicit or semi-implicit scheme to improve the stability of
the scheme. Another important issue is on the quality of meshes of the discrete geometric
flow. To avoid mesh degeneracy and entanglement, we add a penalty term to the energy.
The technique works well only when we need choose the penalty parameter and the
time step properly. It is known that some other methods have properties to keep the
mesh equally distributed in arc length. It is interesting to combine these techniques with
our method. In addition, it is interesting to do numerical analysis of the method and also
extend the method to higher order approximations and other geometric flows.
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Appendix

In sections 3-5, we derived multiple systems of equations. For convenience of the reader,
we will show the specific form of Equations (3.7), (3.10), (4.7) and (5.13) below.

Firstly, for Eq. (3.7), the coefficient matrix A and the right-hand term G are computed
as follows:

A=


A11 A12 A1n
A21 A22 A23

. . . . . . . . .
An−1,n−2 An−1,n−1 An−1,n

An,1 An,n−1 An,n

.

Where the elements Aij (1≤ i, j≤n) are square matrixes of order 2. Denote by I2 the unit
matrix of order 2. Then we have

Aii =
|⃗xi(t)− x⃗i−1(t)|+ |⃗xi+1(t)− x⃗i(t)|

3
I2, f or 1≤ i≤n−1,

Ai,i+1=Ai+1,i =
|⃗xi+1(t)− x⃗i(t)|

6
I2, f or 1≤ i≤n−1,

(A.1)

and

Ann =
|⃗xn(t)− x⃗n−1(t)|+ |⃗x1(t)− x⃗n(t)|

3
I2,

An,1=A1,n =
|⃗x1(t)− x⃗n(t)|

6
I2.

(A.2)

The right-hand term G=(g⃗T
1 , g⃗T

2 ,..., g⃗T
n )

T with

g⃗i =−∂Eh

∂x⃗i
=

x⃗i+1(t)− x⃗i(t)
|⃗xi+1(t)− x⃗i(t)|

− x⃗i(t)− x⃗i−1(t)
|⃗xi(t)− x⃗i−1(t)|

, f or 1≤ i≤n−1, (A.3)

and

g⃗n =−∂Eh

∂x⃗n
=

x⃗1(t)− x⃗n(t)
|⃗x1(t)− x⃗n(t)|

− x⃗n(t)− x⃗n−1(t)
|⃗xn(t)− x⃗n−1(t)|

. (A.4)

By applying mass lumping to Eq. (3.7), we obtain the classical Dziuk approach.



Y. Liu and X. Xu, / CSIAM Trans. Appl. Math., x (20xx), pp. 1-33 29

Secondly, for Eq. (3.10), the right-hand term Gδ=((g⃗δ
1)

T,(g⃗δ
2)

T,...,(g⃗δ
n)

T)T is computed
as follows:

gδ
i =−

∂E δ
h

∂x⃗i
=

x⃗i+1− x⃗i

|⃗xi+1− x⃗i|
− x⃗i− x⃗i−1

|⃗xi− x⃗i−1|

+2δ(
|⃗xi+1− x⃗i|
|⃗xi+2− x⃗i+1|

−1)
x⃗i+1− x⃗i

|⃗xi+2− x⃗i+1|· |⃗xi+1− x⃗i|

−2δ(
|⃗xi− x⃗i−1|
|⃗xi+1− x⃗i|

−1)
x⃗i−x⃗i−1
|⃗xi−x⃗i−1| |⃗xi+1− x⃗i|+ |⃗xi− x⃗i−1| x⃗i+1−x⃗i

|⃗xi+1−x⃗i |
|⃗xi+1− x⃗i|2

+2δ(
|⃗xi−1− x⃗i−2|
|⃗xi− x⃗i−1|

−1)
|⃗xi−1− x⃗i−2|(x⃗i− x⃗i−1)

|⃗xi− x⃗i−1|3
.

Next, for Eq. (4.7), the coefficient matrix Â and the right-hand term Ĝ are computed
as follows:

Â=



A11 A12 A1n b⃗1,n+1
A21 A22 A23

. . . . . . . . .
...

Ai,i−1 Ai,i Ai,i+1
Ai+1,i Ai+1,i+1 Ai+1,i+2

. . . . . . . . .
...

An−1,n−2 An−1,n−1 An−1,n b⃗n−1,n+1

An,1 An,n−1 An,n b⃗n,n+1

b⃗T
1,n+1 . . . . . . b⃗T

n−1,n+1 b⃗T
n,n+1 0


,

and Ĝ=(g⃗T
1 , g⃗T

2 ,..., g⃗T
n ,gn+1)

T. Where the formulations of Aij (1≤ i, j≤n) and g⃗i (1≤ i≤n)
are given in Equations (A.1), (A.2), (A.3) and (A.4), respectively. In addition, we have
gn+1=0. The elements in last column of Â are given by

b⃗i,n+1=
P
2
[⃗xi+1(t)− x⃗i−1(t)], f or 2≤ i≤n−1,

b⃗1,n+1=
P
2
[⃗x2(t)− x⃗n(t)], b⃗n,n+1=

P
2
[⃗x1(t)− x⃗n−1(t)].

Finally, for Eq. (5.13), the coefficient matrix Ã and the right-hand term G̃ are com-
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puted as follows:

Ã=



Ã11 Ã12
˜⃗b1,n+1

Ã21 Ã22 Ã23
. . . . . . . . .

...
Ãi,i−1 Ãi,i Ãi,i+1

Ãi+1,i Ãi+1,i+1 Ãi+1,i+2
. . . . . . . . .

...
Ãn−1,n−2 Ãn−1,n−1 Ãn−1,n

˜⃗bn−1,n+1

Ãn,n−1 Ãn,n
˜⃗bn,n+1

˜⃗bT
1,n+1 . . . . . . ˜⃗bT

n−1,n+1
˜⃗bT

n,n+1 0


.

Where Ãij (1≤ i, j≤n) are square matrices of order 2, and ˜⃗bi,n+1 (1≤ i≤n) are two dimen-
sional column vectors. The diagonal elements of the 2n-order principal subblock of Ã are
computed as

Ãii = ξ0
|⃗xi(t)− x⃗i−1(t)|+ |⃗xi+1(t)− x⃗i(t)|

3
I2, f or 2≤ i≤n−1,

Ã11=

(
ξ0

|⃗x2(t)−x⃗1(t)|
3 +ξ1 0
0 1

)
, Ãnn =

(
ξ0

|⃗xn(t)−x⃗n−1(t)|
3 +ξ1 0
0 1

)
.

The minor diagonal elements of the 2n-order principal subblock of Ã are computed as

Ãi,i+1= ÃT
i+1,i = ξ0

|⃗xi+1(t)− x⃗i(t)|
6

I2, f or 2≤ i≤n−2,

Ã21= ÃT
12=

(
ξ0

|⃗x2(t)−x⃗1(t)|
6 0

0 0

)
, Ãn−1,n = ÃT

n,n−1=

(
ξ0

|⃗xn(t)−x⃗n−1(t)|
6 0

0 0

)
.

The last row and column of Ã are calculated as

˜⃗bi,n+1=
P
2
[⃗xi+1(t)− x⃗i−1(t)], f or 2≤ i≤n−1,

˜⃗b1,n+1=(
x(2)2 (t)

2
,0)T, ˜⃗bn,n+1=(−

x(2)n−1(t)
2

,0)T.

The right-hand term G̃=( ˜⃗gT
1 , ˜⃗gT

2 ,..., ˜⃗gT
n , g̃n+1)

T, where ˜⃗gi (1≤i≤n) denote two dimensional
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column vectors and g̃n+1 denotes a scalar, respectively. They are calculated as

˜⃗gi =−∂Ẽh

∂x⃗i
=γ[

x⃗i+1(t)− x⃗i(t)
|⃗xi+1(t)− x⃗i(t)|

− x⃗i(t)− x⃗i−1(t)
|⃗xi(t)− x⃗i−1(t)|

], f or 2≤ i≤n−1,

˜⃗g1=(− ∂Ẽh

∂x(1)1

,0)T =(γ[
x(1)2 (t)−x(1)1 (t)
|⃗x2(t)− x⃗1(t)|

+cosθY],0)T,

˜⃗gn =(− ∂Ẽh

∂x(1)n

,0)T =(−γ[
x(1)n (t)−x(1)n−1(t)
|⃗xn(t)− x⃗n−1(t)|

+cosθY],0)T,

g̃n+1=0, f or i=n+1.
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