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The moving mesh method is one of the important adaptive mesh methods which is practically 
useful when the mesh size and overall resolution are provided and fixed as seen in many 
engineering computations. We employ a moving mesh technique combined with a finite element 
method (FEM) to solve a widely-used charged carrier transport model, the Poisson–Nernst–Planck 
(PNP) equations, the solutions of which often have boundary or internal layers and sharp 
interfaces when the convection is dominated. Considering that flux is a significant physical 
quantity in designing stable and accurate numerical algorithm for transport problems such as 
the PNP system, we start from a relatively general functional and propose a flux-based monitor 
function and an adaptive step size-controlling algorithm for guiding the mesh movement in 
the FEM solution of the PNP equations. The numerical results illustrate that the moving mesh 
method is effectively addressing challenges arising from solution singularities and the convection-

dominated effects. It also shows that the moving mesh finite element method we propose exhibits 
superior performance compared to both the traditional moving mesh finite element method 
and fixed mesh finite element method in some scenarios. Furthermore, it demonstrates better 
adherence to the physical properties of energy dissipation inherent in the PNP equation.

1. Introduction

The PNP model is a well-known carrier transport model that takes into account the movement of charged particles influenced by 
both the Brownian motion of free particles and the total electric field. The total electric field includes external and self-generated 
electric fields varying with particle motion. This model is useful in simulating biological ion channels [31,38,45,55], semiconductor 
devices [7,49], and electrochemical systems [14,52]. To solve the PNP equations numerically, there are various methods available, 
including finite element [27,57,61,62,66,67], finite difference [22,26,29,41,42], and finite volume methods [3,11,48]. The finite 
element method is particularly suitable to handle complex shapes and boundary conditions.

Solving the PNP equations is a challenging task due to its inherent nonlinearity. The Nernst-Planck equation is a nonlinear 
convection-diffusion equation where the convection velocity vector is influenced by the electric potential gradient. This causes the 
formation of boundary or interior layers in regions with a higher rate of change in electric potential than the diffusion coefficient. 
Therefore, considerable efforts have been devoted to dealing with the challenge. Various techniques have been explored, including 
stabilization techniques [2,9], exponential fitting method [4,8], inverse-average-type finite element [47,60,65,67]. Aside from those 
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methods focusing on stiff matrix construction or algorithm design, from a mesh perspective, mesh-adaptive methods can be employed 
to resolve the locations where the regularity of solution is low.

Currently, there are three main types of mesh-adaptive methods: ℎ-adaptive methods that focus on mesh refinement, 𝑝-adaptive 
methods that focus on increasing the degree of basis functions, and 𝑟-adaptive methods that focus on relocating mesh. The ℎ-adaptive 
and 𝑝-adaptive methods both require increasing the degrees of freedom (DOFs) in the system, which may give rise to challenges [63]

such as leading to excessively large number of DOFs or unnecessarily deteriorating the condition number of the linear system during 
the adaptive process. In practical problems, engineers can often estimate the required number of freedoms to achieve the desired 
accuracy based on experience and a basic upper bound on problem size. Therefore, 𝑟-adaptive methods, which do not need to increase 
the DOFs, deserve more attention.

In our study, we utilize the 𝑟-adaptive method, also known as the moving mesh method. This approach allows us to redistribute 
mesh points based on the geometric shape of the region or the error estimate of the solution. Then we are able to achieve a more even 
distribution of error across each element, which leads to improved solution accuracy and convergence performance. The 𝑟-adaptive 
method has two key applications. Firstly, it can optimize the initial mesh in the region with complex geometry. Secondly, during the 
iterative process of solution, it dynamically adjusts the mesh density based on various criteria such as residual, energy, or specially 
designed objective functions. The dynamic adjustment enables us to capture the locations of singularities and boundary layers while 
avoiding the issue of excessive growth of DOFs.

There are two primary categories of available moving mesh methods [35]: velocity-based methods and location-based methods. 
Velocity-based methods, such as the Geometric Conservation Law (GCL) [53] and the Moving Finite Element Method (MFEM) [50], 
excel in maintaining conservation properties. However, the issue of mesh entanglement resulting from rapid mesh movement has 
always been a challenging and significant research topic in this field. Location-based methods can be further divided into two 
subclasses, depending on whether a reference mesh is introduced or not. The first subclass only considers the movement of the 
physical mesh itself and requires the formulation of an objective function that incorporates the positions of mesh nodes as variables. 
Typically, during optimization, each mesh point can be moved in the opposite direction of the shape gradient to minimize the 
objective function [19,54]. The second subclass treats mesh movement as the change of mapping from a fixed reference mesh to 
the physical mesh. The objective function in this case is designed as a functional that depends on the mapping or its inverse. The 
optimization process usually involves solving the Euler-Lagrange equations or their corresponding gradient flow equations, such as 
the Moving Mesh Partial Differential Equations (MMPDE) [33,34].

The methods in the second subclass heavily rely on the choice of the objective functional and the monitor function. The monitor 
function, essentially a Riemannian metric matrix, is central in various works aiming to design and select suitable monitor functions 
tailored to different requirements. These efforts primarily fall into two categories: isotropic and anisotropic monitor functions. 
The former, isotropic monitor functions, are a natural extension of one-dimensional mesh density functions, characterized by their 
simplicity and effectiveness. They require determining a single variable function, 𝜌, and numerous existing works have adopted this 
form of monitor function [15–18,20,24,28,37,39,43,46,51,56,59,64]. The latter, anisotropic monitor functions, are designed within 
a framework that can be understood as compressing and stretching along the directions of the matrix’s eigenvectors, corresponding 
to changes in the associated eigenvalues [10]. For two-dimensional and three-dimensional problems, this framework of anisotropic 
monitor functions offers greater flexibility compared to its isotropic counterparts, enabling more suitable adaptation of mesh size, 
shape, and orientation to specific problem characteristics. Several works have proposed such forms of monitor functions and analyzed 
their behavior in driving mesh movement [1,10,12,23,32].

In this work, we attempt to enhance the moving mesh method initially proposed by Li et al. [21,40], and apply it to the electro-

diffusion coupled PNP equations. For a PNP system, the flux formed by charged particles is a significant physical quantity as it is 
usually the practically measured quantity and the conservation of it is also a desirable property in designing stable and accurate 
numerical algorithm [25,65,67]. Considering the importance of flux for the PNP system, we devise a novel flux-based monitor 
function for a more general functional tailored for the PNP equations. A series of numerical examples clearly illustrate that the moving 
mesh method can dynamically adjust the positions of mesh points, leading to a finite element space that offers a more accurate 
approximation of the solutions. Furthermore, the moving mesh finite element method we employed achieves better performance 
than that with the traditional monitor function or fixed mesh FEM in terms of solution accuracy. Moreover, in certain scenarios, it 
showcases better alignment with the intrinsic physical properties of energy dissipation in the PNP equation. These results demonstrate 
the effectiveness of our proposed approach.

The paper is structured as follows. In Section 2, we introduce the notations that will be consistently used throughout the text. 
In Section 3, we first give a brief introduction to the PNP model, followed by the numerical discretization methods for the PNP 
equations in time and space. In Section 4, the detailed implementation of moving mesh method is described. Particularly, a general 
functional and a novel flux-based monitor function are proposed, together with their qualitative explanation. In Section 5, we provide 
some numerical examples to demonstrate the effectiveness of the moving mesh method and the better performance of our approach. 
Finally, Section 6 contains some concluding remarks.

2. Preliminaries

Let Ω ⊂ ℝ𝑑 (where 𝑑 = 2, 3) denote the physical region where the PNP equations will be solved. 𝜕Ω is the boundary of the 
physical region Ω. In this paper, we adopt the standard notation for Sobolev spaces 𝑊 𝑠,𝑝(Ω), including their associated norms ‖ ⋅ ‖𝑠,𝑝,Ω and seminorms | ⋅ |𝑠,𝑝,Ω [13]. Specifically, when 𝑝 = 2, we use 𝐻𝑠(Ω) =𝑊 𝑠,2(Ω) and 𝐻1

0 (Ω) = {𝑣 ∈ 𝐻1(Ω)∶ 𝑣|𝜕Ω = 0}, 
2

where the condition 𝑣|𝜕Ω = 0 is understood in terms of trace. The norm ‖ ⋅ ‖𝑠,2,Ω is denoted as ‖ ⋅ ‖𝑠,Ω. The dual of 𝐻1
0 (Ω) is denoted 
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as 𝐻−1(Ω). Let (⋅, ⋅) be the standard inner product of 𝐿2(Ω) and the dual inner product from 𝐻1
0 (Ω) to 𝐻−1(Ω) be denoted as ⟨⋅, ⋅⟩. 

The symbol | ⋅ | is used to represent the length of a vector or the magnitude of scalar.

In addition, for a time-dependent function, the proper space is denoted as 𝐿1(0, 𝑇 ; 𝐻1(Ω)) = {𝑣(𝒙, 𝑡) ∈𝐻1(Ω)∶ ∫ 𝑇0 ‖𝑣‖1,Ωd𝑡 <∞}. 
And the corresponding norm can be defined as

‖𝑣‖𝐿1(0,𝑇 ;𝐻1(Ω)) =

𝑇

∫
0

‖𝑣‖1,Ωd𝑡, ∀𝑣 ∈𝐿1(0, 𝑇 ;𝐻1(Ω)). (1)

For the sake of brevity in subsequent discussions, it is necessary to provide some notations in the physical region Ω and the 
corresponding reference region Ω𝐶 ⊂ ℝ𝑑 , which is also called computational region. The coordinate of the point in Ω is denoted as 
𝒙 = [𝑥1, 𝑥2, … , 𝑥𝑑 ]⊤ and the coordinate of the point in Ω𝐶 is denoted as 𝝃 = [𝜉1, 𝜉2, … , 𝜉𝑑 ]⊤.

We assume that the physical region Ω is a polyhedron (polygon) whose boundary can be defined as the union of facets (edges) 
Γ𝑖 ⊂ℝ𝑑−1, i.e., 𝜕Ω = ∪𝑁Γ

𝑖=1Γ𝑖, where 𝑁Γ is the number of boundary facets (edges). Correspondingly, the computational region Ω𝐶 is 
also a polyhedron (polygon) with the same number of boundary facets (edges), and 𝜕Ω𝐶 can be rewritten as 𝜕Ω𝐶 = ∪𝑁Γ

𝑖=1Γ
𝐶
𝑖

, where 
Γ𝐶
𝑖
⊂ℝ𝑑−1 is the boundary facet (edge) of Ω𝐶 .

After denoting geometric objects in the region, we need to further define meshes in the region. The mesh composed of simplices 
on Ω can be represented as  = { ,  }. Here,  = {𝒙𝑖}

𝑁𝑣
𝑖=1 represents the collection of all mesh points in  , where 𝑁𝑣 denotes 

the total number of mesh points, encompassing both boundary and interior points. The set of interior points and boundary points can 
be denoted as  𝑖𝑛 and 𝑏𝑑 , respectively. Without loss of generality, we assume that the first �̃�𝑣 points (�̃�𝑣 <𝑁𝑣) are interior points, 

and the remaining 𝑁𝑣 − �̃�𝑣 ones belong to the boundary 𝜕Ω, i.e.,  =  𝑖𝑛 ∪ 𝑏𝑑 where  𝑖𝑛 ∶= {𝒙𝑖}
�̃�𝑣
𝑖=1, 𝑏𝑑 ∶= {𝒙𝑖}

𝑁𝑣

𝑖=�̃�𝑣+1
. The set 

of all elements in  is denoted as  = {𝒆𝑖}
𝑁𝑒
𝑖=1, where 𝑁𝑒 is the total number of elements. Similarly, the mesh on the computational 

region Ω𝐶 is represented as 𝐶 = {𝐶 , 𝐶 }, where 𝐶 = {𝝃𝑖}
𝑁𝑣
𝑖=1, 𝐶 = {𝜔𝑖}

𝑁𝑒
𝑖=1.

We can further define continuous piecewise polynomial spaces on the mesh  , i.e.,

𝑉 𝑘 (Ω) = {𝑣 ∈ 𝐶(Ω̄)∶ 𝑣|𝑒 ∈ 𝑘(𝑒),∀𝑒 ∈  }, (2)

where Ω̄ is the closure of Ω and 𝑘(𝑒) denotes the space of degree-𝑘 polynomial functions defined on the element 𝑒. 𝑉 𝑘𝐶 (Ω𝐶 ) is 
the corresponding space defined on the mesh 𝐶 . Let {𝜑𝑖}𝑁𝑖=1 be a basis of finite dimensional space 𝑉 𝑘 (Ω), where 𝑁 is the number 
of DOFs. We denote the corresponding interpolation points for the 𝑖-th basis function 𝜑𝑖 as 𝒒𝑖. Particularly, when 𝑘 = 1 and the 
interpolation points are the vertices of elements, 𝑉 1 (Ω) is the Lagrange linear element space, where the number of DOFs is equal to 
the number of mesh points, i.e., 𝑁 =𝑁𝑣. We denote these linear basis functions as special notation {𝜙𝑖}

𝑁𝑣
𝑖=1.

3. Poisson–Nernst–Planck equations

In this part, we first introduce the PNP equations which consist of the Poisson equation and the Nernst-Planck equations. Subse-

quently, some types of boundary conditions for the PNP equations will be elucidated.

PNP equations describe a system with 𝐾 species of charged particles driven by Brownian motion and the electric field. We 
consider the system in a bounded domain Ω ⊂ℝ𝑑 (𝑑 = 2, 3) with smooth boundary 𝜕Ω. Then the dimensionless PNP equations can be 
written as⎧⎪⎨⎪⎩

𝜕𝑐𝑘

𝜕𝑡
= −∇ ⋅ 𝑱 𝑘 in Ω,

𝑱 𝑘 = −𝐷𝑘(∇𝑐𝑘 + 𝑧𝑘𝑐𝑘∇Φ) 𝑘 = 1,… ,𝐾,

−∇ ⋅ (𝜖∇Φ) = 𝜌0 +
∑𝐾
𝑘=1 𝑧𝑘𝑐𝑘 in Ω,

(3)

where some dimensionless quantities are defined as follows.

• 𝑐𝑘(𝒙, 𝑡) is the density of the 𝑘-th species.

• Φ(𝒙, 𝑡) is the electric potential contributed by the charged particles.

• 𝜌0(𝒙) is a given fixed charge density function.

• 𝑧𝑘, 𝐷𝑘 are the valence and the diffusion constant of the 𝑘-th species, which can be set as constants for simplicity. Here, 𝐷𝑘
should always be positive.

• 𝜖 > 0 is the dielectric constant.

• 𝑱 𝑘 is the flux formed by the 𝑘-th species, which can be rewritten as 𝑱 𝑘 = 𝑐𝑘𝒗𝑘 = −𝐷𝑘𝑐𝑘∇𝜇𝑘. Here, 𝒗𝑘 and 𝜇𝑘 are the velocity 
field and chemical potential of the 𝑘-th species. Clearly, 𝜇𝑘 = log 𝑐𝑘 + 𝑧𝑘Φ.

The initial value of 𝑐𝑘 should be given, such as
3

𝑐𝑘(𝒙,0) = 𝑐𝑘,0, 𝑘 = 1,2,… ,𝐾. (4)
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The boundary conditions imposed on Φ can usually be Dirichlet or Neumann in the physical sense, which are as follows.

Φ|𝜕Ω = 𝑉 (𝒙, 𝑡), 𝜖
𝜕Φ
𝜕𝒏

|||𝜕Ω = 𝜎𝑠(𝒙, 𝑡), (5)

where 𝒏 is outer normal at the boundary of Ω, 𝑉 (𝒙, 𝑡) is imposed voltages, and 𝜎𝑠(𝒙, 𝑡) is a given surface charge density on the 
boundary. For the concentrations 𝑐𝑘, there are two kinds of boundary conditions. One is imposed on the concentrations 𝑐𝑘 directly, 
which is called Dirichlet boundary conditions. The other is imposed on the fluxes 𝑱𝑘, which is called blocking boundary conditions. Both 
of them are as follows.

𝑐𝑘|𝜕Ω = 𝛾𝑘(𝒙, 𝑡), 𝑱 𝑘 ⋅ 𝒏|𝜕Ω(𝒙, 𝑡) = 0, 𝑘 = 1,2,… ,𝐾, (6)

where 𝛾𝑘(𝒙, 𝑡) is the given concentration on the boundary.

Besides, the free energy of the PNP model is defined as follows without considering the boundary conditions.

𝐸[𝑐1, 𝑐2,… , 𝑐𝐾 ] = ∫
Ω

( 𝐾∑
𝑘=1
𝑐𝑘 log 𝑐𝑘 +

1
2
(𝜌0 +

𝐾∑
𝑘=0
𝑧𝑘𝑐𝑘)Φ

)
d𝒙. (7)

Then we can easily obtain the property of energy dissipation with the following derivation.

d𝐸
d𝑡

= ∫
Ω

𝐾∑
𝑘=1

𝛿𝐸

𝛿𝑐𝑘

𝜕𝑐𝑘

𝜕𝑡
d𝒙 = −∫

Ω

𝐾∑
𝑘=1
𝐷𝑘𝑐𝑘|∇𝜇𝑘|2d𝒙 ≤ 0. (8)

For a general and rigorous free energy formulation and discussion, please refer to [44].

4. Numerical discretization

We consider an implicit discretization of (3) with the selective boundary condition. Firstly, we need to designate some notations. 
Let Γ𝐷,𝑘 ⊂ 𝜕Ω be the boundary part with Dirichlet boundary condition for 𝑐𝑘 and Γ𝐷,Φ ⊂ 𝜕Ω be the boundary part with Dirichlet 
boundary condition for Φ. We can denote the test finite element space 𝑉 𝑝𝑐𝑘 = {𝑣 ∈ 𝑉 𝑝 (Ω)∶ 𝑣|Γ𝐷,𝑘 = 0}, 𝑉 𝑝Φ = {𝑣 ∈ 𝑉 𝑝 (Ω)∶ 𝑣|Γ𝐷,Φ = 0}
(𝑝 ≥ 1). Given a partition on the time interval [0, 𝑇 ], i.e., 0 = 𝑡0 < 𝑡1 <⋯ < 𝑡𝑀 = 𝑇 , any function 𝑓 (𝒙, 𝑡) at time 𝑡𝑚 can be denoted as 
𝑓 (𝑚).

Then the specific scheme of the implicit discretization is given as follows.

Scheme 4.1. With appropriate initial status (𝑐(0)1 , 𝑐
(0)
2 , … , 𝑐(0)

𝐾
) ∈ [𝑉 𝑝 (Ω)]

𝐾
, find (𝑐(𝑚)1 , 𝑐(𝑚)2 , … , 𝑐(𝑚)

𝐾
, Φ(𝑚)) ∈ [𝑉 𝑝 (Ω)]𝐾 which meets all 

Dirichlet boundary conditions for every 𝑚 ≥ 1, such that for all (𝑣0, 𝑣1, … , 𝑣𝐾 ) ∈ 𝑉
𝑝

Φ × 𝑉 𝑝𝑐1 ×⋯ × 𝑉 𝑝𝑐𝐾 holds

⎧⎪⎪⎪⎨⎪⎪⎪⎩

∫
Ω

𝑐
(𝑚)
𝑘

− 𝑐(𝑚−1)
𝑘

𝛿𝑡
𝑣𝑘d𝒙+ ∫

Ω

𝐷𝑘(∇𝑐
(𝑚)
𝑘

+ 𝑧𝑘𝑐
(𝑚)
𝑘

∇Φ(𝑚)) ⋅∇𝑣𝑘d𝒙 = 0 𝑘 = 1,2,… ,𝐾,

∫
Ω

𝜖∇Φ(𝑚) ⋅∇𝑣0d𝒙 = ∫
Ω

𝜌0𝑣0d𝒙+
𝐾∑
𝑘=1

∫
Ω

𝑧𝑘𝑐
(𝑚)
𝑘
𝑣0d𝒙+ ∫

𝜕Ω∖Γ𝐷,Φ

𝜎(𝑚)
𝑠
𝑣0d𝒙,

(9)

where 𝛿𝑡 is the time step and 𝜎𝑠 is given by the boundary condition 𝜖 𝜕Φ
𝜕𝒏
|𝜕Ω∖Γ𝐷,Φ = 𝜎𝑠.

To avoid solving the coupled system directly in (9), we adopt Gummel iteration to decouple it. This decoupling method is a kind 
of nonlinear block Gauss-Seidel iteration. If we abstract the equations in (9) as{

𝐹𝑘(Φ(𝑚), 𝑐(𝑚)
𝑘

) = 0 𝑘 = 1,2,… ,𝐾,

𝐹0(Φ(𝑚), 𝑐(𝑚)1 , 𝑐
(𝑚)
2 ,… , 𝑐

(𝑚)
𝐾

) = 0.
(10)

Then the Gummel iteration can be specifically expressed as Algorithm 1.

5. Moving mesh method

In this section, we provide a comprehensive and detailed introduction to the moving mesh method. We first give Algorithm 2 as 
an overview of the algorithm. Then three key components of the algorithm are discussed in the following subsections, namely the 
mesh redistribution strategy, monitor function design, and solution interpolation.

The relationship between the computational domain Ω𝐶 and the physical domain Ω, as mentioned in the algorithm, is visually 
depicted in Fig. 1 (a). Additionally, to bolster comprehension of the mesh redistribution strategy discussed in Section 5.1, we present 
4

a simplified example of the mesh movement process with a solitary interior mesh point in Fig. 1 (b).
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Algorithm 1 Gummel iteration for the PNP model.

1: For 𝑚 ≥ 1, set Φ𝑚,0 = Φ(𝑚−1) , 𝑐𝑚,0
𝑘

= 𝑐(𝑚−1)
𝑘

, 𝑘 = 1, 2, … , 𝐾 and 𝑙 = 0.

2: For 𝑙 ≥ 1, compute Φ𝑚,𝑙 , 𝑐𝑚,𝑙
𝑘
, 𝑘 = 1, 2, … , 𝐾 such that all

⎧⎪⎨⎪⎩
𝐹𝑘(Φ𝑚,𝑙−1, 𝑐

𝑚,𝑙

𝑘
) = 0 𝑘 = 1,2,… ,𝐾,

𝐹0(Φ𝑚,𝑙 , 𝑐
𝑚,𝑙

1 , 𝑐
𝑚,𝑙

2 ,… , 𝑐
𝑚,𝑙

𝐾
) = 0.

(11)

3: For fixed tol > 0, stop if

‖Φ𝑚,𝑙 −Φ𝑚,𝑙−1‖0,Ω < tol , ‖𝑐𝑚,𝑙
𝑘

− 𝑐𝑚,𝑙−1
𝑘
‖0,Ω < tol , 𝑘 = 1,2… ,𝐾. (12)

Set Φ(𝑚) ←Φ𝑚,𝑙 , 𝑐(𝑚)
𝑘

← 𝑐
𝑚,𝑙

𝑘
, 𝑘 = 1, 2, … , 𝐾 and go to step 4; otherwise, set 𝑙← 𝑙 + 1 and go to step 2.

4: Set 𝑚 ←𝑚 + 1 and go to step 1.

Algorithm 2 Moving mesh method.

Require: A fixed computational mesh  ∗
𝐶

(see Section 5.4.1), along with the solution of the PNP equations at time 𝑡(𝑚) , represented by Φ(𝑚) , 𝑐(𝑚)1 , …, 𝑐(𝑚)
𝐾

, and a 
specified tolerance value, referred to as tol.

1: Obtain the mesh 𝐶 in computational region Ω𝐶 by solving the optimization problem (see Section 5.1) with respect to the variables Φ(𝑚), 𝑐(𝑚)1 , … , 𝑐(𝑚)
𝐾

.

2: while ‖𝐶 −  ∗
𝐶
‖𝐿∞(Ω𝐶 ) > tol do

3: Use the difference between 𝐶 and  ∗
𝐶

to guide the movement of mesh points in the current mesh  within the physical region Ω (see Section 5.1).

4: Interpolate the solution Φ(𝑚), 𝑐(𝑚)1 , … , 𝑐(𝑚)
𝐾

from the old mesh to the new mesh (see Section 5.2).

5: Solve the optimization problem (see Section 5.1) with respect to the updated variables Φ(𝑚), 𝑐(𝑚)1 , …, 𝑐(𝑚)
𝐾

to get 𝐶 in Ω𝐶 .

6: end while

Fig. 1. (a) The relationship between the computational domain Ω𝐶 and the physical domain Ω. (b) A simplified example of the mesh movement process with a 
solitary interior mesh point.

5.1. Mesh redistribution strategy

The mesh redistribution strategy aims to reposition mesh points to achieve an even redistribution of errors or user-specified 
quantities within each mesh element. We need to achieve the goal mathematically via solving an optimization problem or a PDE 
model. In this work, we use the second class of location-based methods mentioned in the introduction. It is worth highlighting that 
in this subsection, we present our derivation in matrix form, enhancing the clarity of the process and ensuring its applicability to any 
given dimension 𝑑.

We define a computational region Ω𝐶 ∈ℝ𝑑 and a reference mesh  ∗
𝐶
= { ∗

𝐶
= {𝝃∗

𝑖
}𝑁𝑣
𝑖=1,  ∗

𝐶
= {𝜔∗

𝑖
}𝑁𝑒
𝑖=1} on it. Then any mesh 

in the physical region Ω ∈ℝ𝑑 can be described as the image of  ∗
𝐶

under a reversible mapping function 𝒙 = 𝒙(𝝃)∶ Ω𝐶 →Ω, which 
is called an adaptive mesh generation function. Consequently, the optimization problem can be formulated by optimizing an objective 
functional of either the mapping 𝒙(𝝃) or its inverse mapping 𝝃(𝒙)∶ Ω → Ω𝐶 . However, it has been shown in [24] that optimizing 
the objective functional of 𝒙(𝝃) may result in mesh folding and tangling more easily, especially when dealing with concave physical 
5

regions. Therefore, it is generally preferred to take the functional of 𝝃(𝒙) as the objective.



Journal of Computational Physics 513 (2024) 113169M. Lv and B. Lu

In existing methods for mesh generation and adaptation, a general functional of 𝝃(𝒙) can be formulated as follows [6,34,39,58]

𝐺[𝝃] = 1
2

𝑑∑
𝑘=1

∫
Ω

(∇𝜉𝑘)⊤𝑴−1∇𝜉𝑘d𝒙, (13)

where 𝑴 ∈ ℝ𝑑×𝑑 is a symmetric positive definite matrix, which is known as monitor function. For this adaptation functional, a 
qualitative explanation of the relationship between the monitor function and mesh movement has already been provided in [10]. It 
should be noted that the functional derived from the harmonic mapping in [21,40] is a special case of (13) with 𝑴 = �̃�∕det(�̃�), 
where �̃� ∈ℝ𝑑×𝑑 is a given metric tensor for Ω.

During optimization, it is necessary to keep the boundary of the physical region invariant. For this purpose, we can enforce that 
the vertices, edges, and faces of the physical region’s boundary are mapped to their corresponding counterparts in the computational 
region, i.e., 𝝃(Γ𝑖) = Γ𝐶

𝑖
, 𝑖 = 1, 2, … , 𝑁Γ. This implies that the set for 𝝃𝑏(𝒙) = 𝝃|𝜕Ω is given by

 = {𝝃𝒃 ∈ 𝐶(𝜕Ω)∶ 𝝃𝒃 ∶ 𝜕Ω→ 𝜕Ω𝐶 ;𝝃𝒃|Γ𝑖 is a linear segment and strictly increasing, 𝑖 = 1,2,… ,𝑁Γ}. (14)

From some perspective, the constraint in equation (14) is overly restrictive, as it prohibits points from moving between adjacent 
boundary facets (edges). This may result in some distortion of mesh near the boundary during movement, particularly in practical 
cases with complex boundaries.

In summary, the complete optimization problem for mesh redistribution can be formulated as

min
𝝃
𝐺[𝝃] = 1

2

𝑑∑
𝑘=1

∫
Ω

(∇𝜉𝑘)⊤𝑴−1∇𝜉𝑘d𝒙,

s.t. 𝝃|𝜕Ω = 𝝃𝑏 ∈.
(15)

To discrete (15), Lagrange linear finite element space 𝑉 1 (Ω) is used. Then 𝜉𝑘(𝒙) can be approximated as 
∑𝑁𝑣
𝑗=1 𝜉

𝑘
𝑗
𝜙𝑗 (𝒙) =

(𝝃𝑘)⊤𝝓(𝒙), where 𝝃𝑘 = [𝜉𝑘1 , 𝜉
𝑘
2 , … , 𝜉𝑘

𝑁𝑣
]⊤, 𝝓(𝒙) = [𝜙1(𝒙), 𝜙2(𝒙), … , 𝜙𝑁𝑣 (𝒙)]

⊤. Therefore, the approximation for 𝝃 in [𝑉 1 (Ω)]𝑑 is

𝝃(𝒙) =
⎡⎢⎢⎢⎣
𝜉1(𝒙)
𝜉2(𝒙)
⋮

𝜉𝑑 (𝒙)

⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣

∑
𝑗 𝜉

1
𝑗
𝜙𝑗 (𝒙)∑

𝑗 𝜉
2
𝑗
𝜙𝑗 (𝒙)
⋮∑

𝑗 𝜉
𝑑
𝑗
𝜙𝑗 (𝒙)

⎤⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎣
(𝝃1)⊤

(𝝃2)⊤

⋮

(𝝃𝑑 )⊤

⎤⎥⎥⎥⎥⎦
𝝓(𝒙). (16)

Substituting (16) into the functional 𝐺[𝝃] in (15), we obtain

𝐺[𝝃] = 1
2

𝑑∑
𝑘=1

∫
Ω

[∇(
𝑁𝑣∑
𝑖=1
𝜉𝑘
𝑖
𝜙𝑖)]⊤𝑴−1[∇(

𝑁𝑣∑
𝑗=1
𝜉𝑘
𝑗
𝜙𝑗 )]d𝒙

= 1
2

𝑑∑
𝑘=1

𝑁𝑣∑
𝑖,𝑗=1

𝜉𝑘
𝑖
𝜉𝑘
𝑗

[
∫
Ω

(∇𝜙𝑖)⊤𝑴−1∇𝜙𝑗d𝒙
]

= 1
2

𝑑∑
𝑘=1

(𝝃𝑘)⊤𝑯𝝃𝑘,

(17)

where the entry of 𝑯 ∈ℝ𝑁𝑣×𝑁𝑣 is 𝐻𝑖,𝑗 = ∫Ω(∇𝜙𝑖)⊤𝑴−1∇𝜙𝑗d𝒙.

Besides, the boundary condition 𝝃|𝜕Ω = 𝝃𝑏 can be rewritten as

𝝃 ⋅ 𝒏 = 𝑏, (18)

where 𝒏 = 𝒏(𝒙) = [𝑛1(𝒙), 𝑛2(𝒙), … , 𝑛𝑑 (𝒙)]⊤ ∈ ℝ𝑑 is the unit normal vector of the boundary point and 𝑏 = 𝑏(𝒙) is a given function 
related to the boundary of the computational region 𝜕Ω𝐶 . It should be noted that 𝒏, 𝑏 remains constant on each boundary face(edge) 
Γ𝑖. Since there are no normal vectors defined for interior points of Ω, we can assume that 𝒏(𝒙) = 𝟎 for any interior points. This 
enables us to construct a matrix 𝑵 ∈ℝ𝑑×𝑁𝑣 by arranging 𝒏(𝒙) corresponding to all mesh points 𝒙 ∈  as column vectors, which is 
as follows

𝑵 =
[
𝒏(𝒙1) 𝒏(𝒙2) ⋯ 𝒏(𝒙𝑁𝑣 )

]
=

⎡⎢⎢⎢⎢⎣
0 ⋯ 0 𝑛1

�̃�𝑣+1
𝑛1
�̃�𝑣+2

⋯ 𝑛1
𝑁𝑣

0 ⋯ 0 𝑛2
�̃�𝑣+1

𝑛2
�̃�𝑣+2

⋯ 𝑛2
𝑁𝑣

⋮ ⋮ ⋮ ⋮ ⋮
0 ⋯ 0 𝑛𝑑

�̃�𝑣+1
𝑛𝑑
�̃�𝑣+2

⋯ 𝑛𝑑
𝑁𝑣

⎤⎥⎥⎥⎥⎦
, (19)

where the 𝑗-th column of 𝑵 is 𝒏(𝒙𝑗 ) = [𝑛1
𝑗
, 𝑛2
𝑗
, … , 𝑛𝑁𝑣

𝑗
]⊤, 𝒙𝑗 ∈  . Furthermore, if we denote each row of the matrix 𝑵 as 𝒏𝑘, 
6

𝑘 = 1, 2, … , 𝑑, the discrete form of (18) on mesh 𝐶 can be expressed as
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[
𝑵1 𝑵2 ⋯ 𝑵𝑑

] ⎡⎢⎢⎢⎣
𝝃1

𝝃2

⋮
𝝃𝑑

⎤⎥⎥⎥⎦ = 𝒃, (20)

where 𝑵𝑘 = diag(𝒏𝑘) ∈ℝ𝑁𝑣×𝑁𝑣 , 𝑘 = 1, 2, … , 𝑑 and 𝒃 = [0, … , 0, 𝑏�̃�𝑣+1, 𝑏�̃�𝑣+2, … , 𝑏𝑁𝑣 ]
⊤ ∈ℝ𝑁𝑣 .

With above preparation, we can obtain the corresponding Lagrangian function for the discrete form of the optimization prob-

lem (15), which is given by

𝐿[𝝃,𝝀] =𝐺[𝝃] +
𝑁𝑣∑

𝑗=�̃�𝑣+1
𝜆𝑗 (𝝃(𝒙𝑗 ) ⋅ 𝒏(𝒙𝑗 ) − 𝑏(𝒙𝑗 ))

= 1
2
[
(𝝃1)⊤ (𝝃2)⊤ … (𝝃𝑑 )⊤

] ⎡⎢⎢⎢⎣
𝑯

𝑯

⋱
𝑯

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
𝝃1

𝝃2

⋮
𝝃𝑑

⎤⎥⎥⎥⎦+ 𝝀⊤
([

𝑵1 𝑵2 ⋯ 𝑵𝑑
] ⎡⎢⎢⎢⎣

𝝃1

𝝃2

⋮
𝝃𝑑

⎤⎥⎥⎥⎦− 𝒃
)
,

(21)

where the elements of 𝝀 = [0, … , 0, 𝜆�̃�𝑣+1, 𝜆�̃�𝑣+2, … , 𝜆𝑁𝑣 ]
⊤ ∈ ℝ𝑁𝑣 are the Lagrange multipliers. Therefore, the optimization prob-

lem (15) is equivalent to solving the linear system

⎡⎢⎢⎢⎢⎢⎣

𝑯 𝑵1

𝑯 𝑵2

⋱ ⋮
𝑯 𝑵𝑑

𝑵1 𝑵2 ⋯ 𝑵𝑑 𝟎

⎤⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎣

𝝃1

𝝃2

⋮
𝝃𝑑

𝝀

⎤⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎣

𝟎
𝟎
⋮
𝟎
𝒃

⎤⎥⎥⎥⎥⎥⎦
. (22)

By solving the optimization problem above, we can obtain a mesh 𝐶 in the computational region Ω𝐶 , that corresponds to the 
current physical mesh  . If the difference between 𝐶 and the given fixed mesh  ∗

𝐶
is not small enough, we should update the mesh 

 so that the corresponding mesh in Ω𝐶 becomes closer to  ∗
𝐶

.

Next, we need to determine the movement direction 𝛿𝒙𝑗 for each mesh point 𝒙𝑗 ∈  . After solving (22), the direction of 
movement for each mesh point in 𝐶 can be chosen as 𝛿𝝃𝑗 = 𝝃∗

𝑗
− 𝝃𝑗 . And we can naturally obtain the direction of movement 𝛿𝝃 for 

any point 𝝃 ∈ Ω𝐶 through linear interpolation. In fact, the topology of the physical mesh and the reference mesh remains the same 
if we choose appropriate moving step. Hence, each simplex element 𝑒 ∈  has a unique corresponding simplex element 𝜔 ∈ 𝐶 . 
For a given element 𝑒 ∈  and its corresponding element 𝜔 ∈ 𝐶 , we denote {𝒙𝑒,𝑖}𝑑𝑖=0 and {𝝃𝜔,𝑖}𝑑𝑖=0 as their vertices, respectively. 
Then any point inside the elements 𝑒 or 𝜔 can be represented in barycentric coordinates 𝜶 = [𝛼0, 𝛼1,… , 𝛼𝑑 ]⊤ as

𝒙 =
𝑑∑
𝑖=0
𝛼𝑖𝒙𝑒,𝑖 = 𝒙𝑒,0 +

𝑑∑
𝑖=1
𝛼𝑖(𝒙𝑒,𝑖 − 𝒙𝑒,0),

𝝃 =
𝑑∑
𝑖=0
𝛼𝑖𝝃𝜔,𝑖 = 𝝃𝜔,0 +

𝑑∑
𝑖=1
𝛼𝑖(𝝃𝜔,𝑖 − 𝝃𝜔,0).

(23)

According to the chain rule, we can get a constant Jacobian matrix on the element 𝜔 as

𝜕𝒙

𝜕𝝃

|||𝜔 = 𝜕𝒙
𝜕𝜶

|||𝑒( 𝜕𝝃𝜕𝜶 |||𝜔)−1 = ⎡⎢⎢⎣
𝑥1
𝑒,1 − 𝑥

1
𝑒,0 ⋯ 𝑥1

𝑒,𝑑
− 𝑥1

𝑒,0
⋮ ⋮

𝑥𝑑
𝑒,1 − 𝑥

𝑑
𝑒,0 ⋯ 𝑥𝑑

𝑒,𝑑
− 𝑥𝑑

𝑒,0

⎤⎥⎥⎦
⎡⎢⎢⎣
𝜉1
𝜔,1 − 𝜉

1
𝜔,0 ⋯ 𝜉1

𝜔,𝑑
− 𝜉1

𝜔,0
⋮ ⋮

𝜉𝑑
𝜔,1 − 𝜉

𝑑
𝜔,0 ⋯ 𝜉𝑑

𝜔,𝑑
− 𝜉𝑑

𝜔,0

⎤⎥⎥⎦
−1

. (24)

If we take the volume of the element 𝑒 ∈𝑖 as the weight, where 𝑖 ⊂  is the set of elements with 𝒙𝑖 as a vertex, the weighted 
average moving direction of 𝒙𝑖 is defined by

𝛿𝒙𝑖 =
∑
𝑒∈𝑖

( |𝑒|∑
𝑒∈𝑖
|𝑒| )𝛿𝒙𝑖|||𝑒 = ∑

𝑒∈𝑖

( |𝑒|∑
𝑒∈𝑖
|𝑒| ) 𝜕𝒙𝜕𝝃 |||𝜔𝛿𝝃𝑖. (25)

Therefore, with a given update step size of 𝜃, the physical mesh can be updated as

𝒙new
𝑖

= 𝒙old
𝑖

+ 𝜃𝛿𝒙𝑖, 𝑖 = 1,2,… ,𝑁𝑣, (26)

where the selection of 𝜃 will be introduced in Section 5.4.2.

5.2. Solution interpolation

After the physical mesh is redistributed, it is necessary to interpolate the solution from the old mesh to the new one. The primary 
7

challenge of interpolation generally lies in finding the elements that contain the new mesh points [35]. To avoid this difficulty, a 
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PDE-based interpolation method proposed in [40] is adopted here. However, it is crucial to note that, distinct from the presentation 
in [40], we differentiate basis functions of FEM used in solving the PDEs, denoted as {𝜑𝑖}𝑁𝑖=1, from linear nodal basis functions, 
denoted as {𝜙𝑖}

𝑁𝑣
𝑖=1. This indicates that the moving mesh technique introduced in this work is not limited to the linear nodal finite 

element during solving the physical PDEs, which reflects the universality of the moving mesh method.

In this subsection, the solution to be interpolated is denoted as 𝑢(𝒙). We can view the movement of physical mesh as a continuous 
process, i.e.,

𝒙𝑖(𝜏) = (1 − 𝜏)𝒙old
𝑖

+ 𝜏𝒙new
𝑖
, 𝑖 = 1,2,… ,𝑁𝑣, 𝜏 ∈ [0,1], (27)

where 𝜏 is a pseudo-time introduced to describe mesh movement. Obviously, 𝒙𝑖(0) = 𝒙old
𝑖
, 𝒙𝑖(1) = 𝒙new

𝑖
. Then the discrete form of 𝑢

in 𝑉 𝑘 (Ω) can be viewed as

𝑢ℎ(𝒙, 𝜏) =
𝑁∑
𝑗=1
𝑢𝑗 (𝜏)𝜑𝑗 (𝒙, 𝜏). (28)

Therefore, the interpolation of 𝑢ℎ from the old mesh to the new one is equivalent to finding the solution 𝑢ℎ(𝒙, 𝜏) which obeys the 
following differential equation

𝜕𝑢ℎ

𝜕𝜏
= 0. (29)

According to the relationship between material and local derivative, we can get that

𝜕𝜑𝑗 (𝒙, 𝜏)
𝜕𝜏

= −∇𝜑𝑗 (𝒙, 𝜏) ⋅ 𝛿𝒙, 𝑗 = 1,2,… ,𝑁, (30)

where 𝛿𝒙 =
∑𝑁𝑣
𝑖=1 𝜙𝑖(𝒙, 𝜏)

d𝒙𝑖
d𝜏 =

∑𝑁𝑣
𝑖=1 𝜙𝑖(𝒙, 𝜏)(𝒙

new
𝑖

− 𝒙old
𝑖

). Here, 𝜙𝑖 ∈ 𝑉 1 (Ω) is the 𝑖-th Lagrange linear basis function. The detailed 
derivation of (30) will be provided in the Appendix A.

With the relationship in (30) and (28), the differential equation (29) gives

0 =
𝜕𝑢ℎ

𝜕𝜏
=

𝑁∑
𝑗=1

(d𝑢𝑗
d𝜏
𝜑𝑗 + 𝑢𝑗

𝜕𝜑𝑗

𝜕𝜏

)
=

𝑁∑
𝑗=1

d𝑢𝑗
d𝜏
𝜑𝑗 −

𝑁∑
𝑗=1
𝑢𝑗∇𝜑𝑗 ⋅ 𝛿𝒙. (31)

As ∇𝑢ℎ =
∑𝑁
𝑗=0 𝑢𝑗∇𝜑𝑗 , we can obtain from the above equation that

𝑁∑
𝑗=1

d𝑢𝑗
d𝜏
𝜑𝑗 (𝒙, 𝜏) − ∇𝑢ℎ ⋅ 𝛿𝒙 = 0. (32)

Then the corresponding weak form of (32) can be represented as

∫
Ω

( 𝑁∑
𝑗=1

d𝑢𝑗
d𝜏
𝜑𝑗 (𝒙, 𝜏) − ∇𝑢ℎ ⋅ 𝛿𝒙

)
𝑣d𝒙 = 0, ∀𝑣 ∈ 𝑉ℎ(𝜏). (33)

If we let 𝑣 be the basis function of 𝑉 𝑘 (Ω), i.e., 𝑣 = 𝜑𝑖(𝒙, 𝜏), a system of linear ODEs for 𝑢𝑗 can be obtained, which is given by

𝑁∑
𝑗=1

(
∫
Ω

𝜑𝑖𝜑𝑗d𝒙
)d𝑢𝑗
d𝜏

=
𝑁∑
𝑗=1

(
∫
Ω

𝜑𝑖∇𝜑𝑗 ⋅ 𝛿𝒙d𝒙
)
𝑢𝑗 , 𝑖 = 1,2,… ,𝑁. (34)

5.3. Monitor functions

In the process of adaptive mesh movement, the effectiveness is largely determined by the monitor function 𝑴 . The commonly 
used monitor function is a diagonal matrix based on the magnitudes of gradients of all solutions in the system, given by

𝑴(𝒙) =

(√
𝛿 +
∑
𝑖

|∇𝑢𝑖|2)𝑰 , (35)

where {𝑢𝑖} represents the solutions and 𝛿 > 0 is a parameter controlling the degree of mesh movement and preventing 𝑴 from 
becoming a singular matrix. For PNP equations (3), (35) can be rewritten as

𝑴1(𝒙) =

(√√√√
𝛿 + |∇Φ|2 + 𝐾∑

𝑘=1
𝜂𝑘|∇𝑐𝑘|2)𝑰 , (36)
8

where 𝜂𝑘, 𝑘 = 1, 2, … , 𝐾 are parameters for regulating the impact of ion concentrations on the mesh movement.
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Inspired by [10], another kind of monitor function can be designed to make the mesh move along the certain direction 𝒗(𝒙),

𝑴(𝒙) = 𝜆1(𝒙)𝒗(𝒙)𝒗⊤(𝒙) + 𝜆2(𝒙)𝒗⟂(𝒙)𝒗⊤⟂(𝒙), (37)

where 𝒗(𝒙), 𝒗⟂(𝒙) are normalized orthogonal eigenvectors corresponding to the positive eigenvalues 𝜆1(𝒙), 𝜆2(𝒙). Here, 𝜆1(𝒙) ought 
to pinpoint locations with local singularities or boundary layers, i.e., 𝜆1(𝒙) should have bumps along the 𝒗(𝒙) at these locations. 
Besides, 𝜆2(𝒙) can be chosen as a function of 𝜆1(𝒙). In fact, the monitor function defined in (35) can be interpreted as a special case 
of (37) with 𝜆1(𝒙) = 𝜆2(𝒙) =

√
𝛿 +
∑
𝑖 |∇𝑢𝑖|2.

From a physical perspective, the flux formed by charge carriers in the PNP system is an important physical quantity, and the 
convection-dominant effect is closely related to the characteristics of the flux. According to lots of work and our research expe-

riences [5,25,30,36,65,67], preserving flux conservation in numerical formulations significantly enhances algorithm stability and 
accuracy. While this work does not focus on the design of flux-conserving algorithms, we propose a novel monitor function based on 
flux for moving mesh method. This allows the mesh to contract and expand along the direction of streamlines in response to changes 
in the flux divergence. As a result, the moving mesh method can effectively capture the characteristics of flux in the PNP system. 
Specifically, 𝑱 𝑘 =

𝑱𝑘|𝑱𝑘| is selected as 𝒗(𝒙) and the divergence of flux ∇ ⋅ 𝑱 𝑘 is chosen to determine the eigenvalue 𝜆1(𝒙). Then the 
new monitor function for the PNP equation is written as

𝑴2(𝒙) =
𝐾∑
𝑘=1

(𝜆1�̂� 𝑘�̂�
⊤

𝑘
+ 𝜆2�̂� 𝑘,⟂�̂�

⊤

𝑘,⟂), (38)

where 𝜆1 =
√
𝛿 + |∇ ⋅ 𝑱 𝑘|2 (𝛿 > 0) and 𝜆2 is a positive function of 𝜆1. �̂� 𝑘 is the normalized flux vector of 𝑱 𝑘 and �̂� 𝑘,⟂ is the 

normalized orthogonal vector of �̂� 𝑘. In the following numerical experiments, we choose 𝜆2 = 0.5𝜆1.

Overall, the new monitor function 𝑴2, inspired by the flux in the PNP system, is heuristically devised. Mathematically, it cannot 
be guaranteed that 𝑴2 consistently outperforms the traditional monitor function 𝑴1 in all scenarios. However, given that the design 
framework of the monitor function (37) we employ is more general, where the traditional monitor function 𝑴1 is just a specific 
instance within this framework, we have the flexibility to adjust parameters or devise other monitor functions tailored to specific 
problems. Thus, the outcomes of these alternatives are expected to be at least on par with 𝑴1.

5.4. Some details

Regarding the moving mesh method, there are a couple of details that need to be clarified. One of them is the process of creating 
a fixed reference mesh, and the other is to determine the appropriate step size, denoted as 𝜃.

5.4.1. Fixed reference mesh

The first step in the moving mesh method is to determine a fixed reference mesh  ∗
𝐶

in Ω𝐶 . In general, the reference mesh  ∗
𝐶

should meet certain conditions: the mesh should not be tangled with each other, and its topology should match that of the physical 
mesh  . Therefore, we can solve the weak form of the following Laplace equations to determine the initial mesh positions [40,58],

−∇2𝝃(𝒙) = 0. (39)

Additionally, some boundary conditions should be given to ensure that the reference mesh  ∗
𝐶

and the physical mesh  have the 
same boundary structure, i.e., corresponding boundary points have the same barycentric coordinates:

𝝃(𝒙) =
𝑑−1∑
𝑗=0
𝛼𝑗 (𝒙)𝐯𝑗 (Γ𝐶𝑖 ), ∀𝒙 =

𝑑−1∑
𝑗=0
𝛼𝑗 (𝒙)𝐯𝑗 (Γ𝑖) ∈ Γ𝑖 ⊂ 𝜕Ω. (40)

Here, {𝐯𝑗 (Γ𝐶𝑖 )}
𝑑−1
𝑗=0 , {𝐯𝑗 (Γ𝑖)}

𝑑−1
𝑗=0 are the sets of vertices for Γ𝐶

𝑖
and Γ𝑖, respectively. The barycentric coordinate of 𝒙 on the boundary 

facet(edge) is written as 𝜶 = [𝛼0(𝒙), 𝛼1(𝒙), … , 𝛼𝑑−1(𝒙)]⊤.

5.4.2. Step size

When considering a given step size for mesh moving, denoted as 𝜃, we need to avoid mesh tangle, which means maintaining the 
orientation of all mesh elements. Therefore, for any mesh element 𝑒 ∈ ℎ, we need to ensure that step size 𝜃 > 0 is smaller than the 
minimum positive solution 𝜃∗ of the following equation.

det
([ 1 1 ⋯ 1

𝒙𝑒,0 + 𝜃𝛿𝒙𝑒,0 𝒙𝑒,1 + 𝜃𝛿𝒙𝑒,1 ⋯ 𝒙𝑒,𝑑 + 𝜃𝛿𝒙𝑒,𝑑

])
= 0, ∀𝑒 ∈  , (41)

i.e., 𝜃 = 𝜂min𝑒∈ 𝜃∗, where 𝜂 ∈ [0, 1) is a scaling factor.

Additionally, to avoid producing too small elements during mesh movement, we propose to adaptively adjust the scaling factor 
9

𝜂. Before explaining the adaptive step size adjustment strategy, we introduce some notations.
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• Δ(𝑙)
max ∶= max𝑒∈ {(max𝑖 |𝛿𝒙𝑒,𝑖|)∕ℎ𝑒}, where ℎ𝑒 is the minimum distance from the vertices of element 𝑒 to the hyperplanes that 

opposite them. Here, the superscript (𝑙) denotes the interior iteration step of mesh movement.

• 𝑁down denotes the number of consecutive decreases of Δmax. If an increase occurs, 𝑁down is reset to 0.

Then our algorithm for adaptive step size adjustment is as follows.

Algorithm 3 Adaptive step size adjustment.

Require: Given the initial value 𝜂0 and some constants 𝜂min < �̂� < 𝜂max, Δ1 < Δ2 < Δ3, 𝑁1
down

< 𝑁2
down

, the following algorithm is to determine the value of scaling 
factor at the 𝑙-th interior iteration, which is denoted as 𝜂(𝑙) .

1: 𝜂(𝑙) ← 𝜂(𝑙−1)

2: if Δ(𝑙)
max >Δ3 and 𝜂(𝑙) > �̂� then

3: Set 𝜂(𝑙) ← �̂�

4: end if

5: if Δ(𝑙)
max >Δ(𝑙−1)

max and 𝜂(𝑙) < 𝜂max then

6: Set 𝜂(𝑙) ← 1
2
𝜂(𝑙) and 𝑁𝑑𝑜𝑤𝑛 ← 0.

7: else

8: if Δ(𝑙)
max <Δ1 , 𝑁down >𝑁

1
down

and 𝜂(𝑙) < 𝜂max then

9: Set 𝜂(𝑙) ← 2𝜂(𝑙) .
10: else if Δ(𝑙)

max <Δ2 , 𝑁down >𝑁
2
down

and 𝜂(𝑙) < 𝜂max then

11: Set 𝜂(𝑙) ← 2𝜂(𝑙) .
12: end if

13: Set 𝑁down ←𝑁down + 1.

14: end if

In practice, the constants mentioned in Algorithm 3 can be adjusted according to the specific problem. In our numerical experi-

ments, we choose 𝜂min = 0.0125, 𝜂max = 0.5, ̂𝜂 = 0.125, Δ1 = 1, Δ2 = 10, Δ3 = 20, 𝑁1
down

= 10, 𝑁2
down

= 20.

6. Numerical results

6.1. Example 1

We consider the time-dependent PNP equations with a fixed singularity. The equations are as follows

⎧⎪⎪⎨⎪⎪⎩

𝜕𝑐𝑘

𝜕𝑡
−∇ ⋅ (𝐷𝑘(∇𝑐𝑘 + 𝑧𝑘𝑐𝑘∇Φ)) = 𝑓𝑘, 𝑘 = 1,2, in Ω, 𝑡 ∈ [0, 𝑇 ],

−∇ ⋅ (𝜖∇Φ) =
2∑
𝑘=1
𝑧𝑘𝑐𝑘 + 𝑓0, in Ω, 𝑡 ∈ [0, 𝑇 ],

(42)

where the computational L-shaped domain Ω = [−1, 1]2∖(−1.0 ×10−4, 1] × (−1.0 ×10−4, 1] ∈ℝ2 and the time span 𝑇 = 0.5. The basic 
parameters for the PNP equations are set as 𝜖 = 1.0, 𝐷1 = 𝐷2 = 1, 𝑧1 = 1, 𝑧2 = −1. The boundary condition and the source terms 
𝑓𝑘, 𝑘 = 0, 1, 2 should be chosen such that the exact solution is given by [68]

⎧⎪⎪⎨⎪⎪⎩

Φ= 𝑒𝑡(𝑥2 + 𝑦2)0.1,

𝑐1 =
𝑒𝑡

(100𝑥)2 + (100𝑦)2 + 1
,

𝑐2 = − 𝑒𝑡

(100𝑥)2 + (100𝑦)2 + 1
.

(43)

Obviously, the exact solutions have a singularity (0, 0), which can be visualized clearly in Fig. 2.

Fig. 3 shows the fixed uniform mesh and the redistributed meshes controlled by the monitor functions 𝑴1, 𝑴2 at 𝑡 = 0.5 respec-

tively. It is easy to see that the redistributed meshes are capable of capturing the position of the singularity accurately. Furthermore, 
𝑴2 is able to drive the mesh nodes closer towards the singularity than 𝑴1, resulting in higher accuracy as expected.

When we choose a time step 𝛿𝑡 = 𝑂(ℎ), where ℎ is the initial uniform mesh size, the analysis for finite element approximation 
shows that the optimal convergence order for 𝐻1 norm is 𝑂(DOF

1
2 ) for linear finite element discretization in two-dimensional 

problem. Fig. 4 demonstrates the convergence plot in 𝐿1(0, 𝑇 ; 𝐻1(Ω)) norm. Clearly, the redistributed mesh outperforms the fixed 
uniform mesh in both convergence speed and accuracy, irrespective of the monitor function employed. Additionally, as shown in 
Fig. 5, the redistributed mesh requires less CPU time than the fixed uniform mesh to achieve comparable accuracy. The results also 
show that the new monitor function 𝑴2 is superior to the traditional monitor function 𝑴1 in this case.

Besides, to further illustrate the time cost of the moving mesh method, we provide the CPU times for solving the PNP system 
and moving mesh in Table 1. We observe that the time cost of the moving mesh is acceptable for smaller-scale grids. However, for 
larger-scale grids, the time cost significantly increases. Despite this, the considerable improvement in solution accuracy justifies this 
10

time cost. In future work, we will further optimize the algorithm to reduce the time expenditure.
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Fig. 2. The exact solution of Φ, 𝑐1 and 𝑐2 when 𝑡 = 0.5 for Example 6.1.

Fig. 3. Comparison chart of fixed mesh and redistributed meshes when time 𝑡 = 0.5 and element scale ℎ = 0.05.

Fig. 4. Convergence plot in 𝐿1(0, 𝑇 ;𝐻1(Ω)) error.

6.2. Example 2

The second example introduces a case with internal layers. The computational domain for this example is a square region 
Ω = [0, 1] × [0, 1], and the time span is 𝑇 = 0.5. The basic parameters for the PNP equation are the same as in Example 6.1. Suitable 
11

boundary conditions and source terms 𝑓𝑘, 𝑘 = 0, 1, 2 are chosen to ensure that the exact solution is given by:



Journal of Computational Physics 513 (2024) 113169M. Lv and B. Lu

Fig. 5. Relative error-CPU seconds curve for Example 6.1.

Table 1

Three parts of CPU times for Example 6.1.

NDOF

405 1537 5985 23617 93825

CPU seconds for solving PNP system

fixed mesh 1.8067 9.7406 65.375 455.18 3223.1

redistributed mesh with 𝑀1 1.5719 9.5674 65.067 462.05 3260.9

redistributed mesh with 𝑀2 1.6136 9.2696 64.48 447.39 3230.5

CPU seconds for moving mesh

fixed mesh 0 0 0 0 0

redistributed mesh with 𝑀1 0.2800 1.2297 5.9607 38.060 3291.1

redistributed mesh with 𝑀2 1.6300 4.6122 24.953 193.54 2172.6

Total CPU seconds

fixed mesh 1.8067 9.7406 65.375 455.18 3223.1

redistributed mesh with 𝑀1 1.8519 10.797 71.028 500.11 6551.9

redistributed mesh with 𝑀2 3.2436 13.882 89.433 640.93 5403.1

⎧⎪⎪⎪⎨⎪⎪⎪⎩

Φ= exp
( (𝑥− 0.25)2

0.001𝑒−𝑡
)
+ exp

( (𝑦− 0.25)2

0.001𝑒−𝑡
)
,

𝑐1 = 10exp
( (𝑥− 0.25)2

0.0005𝑒−𝑡
)
,

𝑐2 = −10exp
( (𝑦− 0.25)2

0.0005𝑒−𝑡
)
.

(44)

In this example, the internal layer is controlled by the exponential term 𝑒−𝑡 of the Gaussian functions. When 𝑡 increases, the 
boundary layer gradually thins. When 𝑡 = 0.5, the exact solution is shown in Fig. 6.

Although the solutions are globally smooth in this example, the presence of the internal layer causes the finite element method 
with fixed mesh to achieve the expected convergence rate but with large convergence constants. However, the moving mesh method 
is a useful choice to improve the efficiency of convergence, reducing the CPU time required to achieve the same accuracy, as shown 
in Fig. 7. From the figure, we can also observe that although both Monitor functions achieve similar accuracy with the same degrees 
of freedom, 𝑴2 consumes less CPU time than 𝑴1.

Additionally, it is worth noting that the exponential composition in the construction of the analytic solution is natural. In practical 
applications of the Poisson–Nernst–Planck (PNP) equation, many potential wells formed by charges exhibit exponential forms. For 
potential wells with more exponential term combinations, we can naturally extend them as variations of Example 6.2, where the 
12

effectiveness of the moving mesh method remains applicable.
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Fig. 6. Exact solutions Φ, 𝑐1 , and 𝑐2 at 𝑡 = 0.5 for Example 6.2.

Fig. 7. Relative error-CPU seconds curve for Example 6.2.

6.3. Example 3

The third case involves a PNP system that features a moving singularity. This system can be mathematically represented as follows⎧⎪⎨⎪⎩
𝜕𝑐𝑘

𝜕𝑡
−∇ ⋅ (𝐷𝑘(∇𝑐𝑘 + 𝑧𝑘𝑐𝑘∇Φ)) = 𝑓𝑘, 𝑘 = 1,2, in Ω, 𝑡 ∈ [0, 𝑇 ],

−∇ ⋅ (𝜖∇Φ) = 𝑧1𝑐1 + 𝑧2𝑐2 + 𝑓0, in Ω, 𝑡 ∈ [0, 𝑇 ],
(45)

where the computational region Ω = [−1, 1]2∖(−1.0 ×10−4, 1] ×(−1.0 ×10−4, 1] ∈ℝ2 and the time span 𝑇 = 0.5. The basic parameters 
for PNP equations are the same as in Example 6.1. Select appropriate boundary conditions and source terms 𝑓𝑘, 𝑘 = 0, 1, 2, such that 
the exact solution is represented as [68]

⎧⎪⎨⎪⎩
Φ= (𝑥2 + (𝑦− 0.4𝑡)2)0.1,

𝑐1 = lnΦ,

𝑐2 = − lnΦ.

(46)

The exact solution (46) reveals that the position of the singularity is (0, 0.4𝑡), which moves with time 𝑡. When 𝑡 = 0.5, it can be 
illustrated in Fig. 8.

According to Fig. 9, it can be observed that the moving mesh method exhibits significantly improved convergence rates compared 
13

to the fixed mesh. Particularly, when using 𝑴2 as the monitor function, the convergence rate reaches the theoretical optimum. In 
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Fig. 8. The exact solution of Φ, 𝑐1 and 𝑐2 when 𝑡 = 0.5 for Example 6.3.

Fig. 9. 𝐿1(0, 𝑇 ;𝐻1(Ω)) error and convergence rate. (The curves of 𝒄1 and 𝒄2 are overlapped.)

contrast to Example 6.1, this example better demonstrates the capability of moving mesh methods to capture the dynamic singularity. 
Furthermore, it showcases the effectiveness and superiority of the newly designed monitor function 𝑴2.

6.4. Example 4

In this example, we consider the standard PNP equations which have a convection-dominant effect at the boundary with a 
Dirichlet boundary condition,

⎧⎪⎨⎪⎩
𝜕𝑐𝑘

𝜕𝑡
=∇ ⋅ (𝐷𝑘(∇𝑐𝑘 + 𝑧𝑘𝑐𝑘∇Φ)) 𝑘 = 1,2, in Ω, 𝑡 ∈ [0, 𝑇 ],

−∇ ⋅ (𝜖∇Φ) = 𝑧1𝑐1 + 𝑧2𝑐2 in Ω, 𝑡 ∈ [0, 𝑇 ],
(47)

where Ω = [0, 1]2 ∈ ℝ2, 𝑇 = 0.5, 𝜖 = 0.01, 𝐷1 =𝐷2 = 1.0, 𝑧1 = 1, and 𝑧2 = −1. As for the initial and boundary conditions, they are 
defined as follows{

𝑐1(𝑥, 𝑦,0) = 3.5,
14

𝑐2(𝑥, 𝑦,0) = 3.5,
(48)
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Fig. 10. Illustration of the numerical solutions in equilibrium state solved by moving mesh method with 𝑴2 .

Fig. 11. Comparison chart of fixed mesh and redistributed meshes when time 𝑡 = 1 and initial element scale ℎ = 0.025.

⎧⎪⎪⎪⎨⎪⎪⎪⎩

Φ= 0 (𝑥, 𝑦) ∈ Γ1, 𝑡 ∈ [0, 𝑇 ],
Φ= 4 (𝑥, 𝑦) ∈ Γ3, 𝑡 ∈ [0, 𝑇 ],
𝜖
𝜕Φ
𝜕𝒏

= 0 (𝑥, 𝑦) ∈ Γ2 ∪ Γ4, 𝑡 ∈ [0, 𝑇 ],
𝑱 𝟏 ⋅ 𝒏 = 0 (𝑥, 𝑦) ∈ 𝜕Ω, 𝑡 ∈ [0, 𝑇 ],
𝑱 𝟐 ⋅ 𝒏 = 0 (𝑥, 𝑦) ∈ 𝜕Ω, 𝑡 ∈ [0, 𝑇 ],

(49)
15

where Γ1 = {(𝑥, 𝑦) ∈ 𝜕Ω|𝑦 = 0}, Γ2 = {(𝑥, 𝑦) ∈ 𝜕Ω|𝑥 = 1}, Γ3 = {(𝑥, 𝑦) ∈ 𝜕Ω|𝑦 = 1}, Γ4 = {(𝑥, 𝑦) ∈ 𝜕Ω|𝑥 = 0}.
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Fig. 12. The free energy for different ℎ when time step 𝛿𝑡 = 0.002.

As we can see from Fig. 10, the system displays clear boundary layers around Γ1 and Γ3, where the convective term with the 
velocity vector ∇Φ is significantly large within narrow regions. To capture these boundary layers and improve solution accuracy, 
the moving mesh method is employed. Fig. 11 shows zoomed-in views of the solution 𝑐2 varying with 𝑥 at the boundary Γ3 for fixed 
and redistributed meshes. Here, the figure only shows the 𝑴2 result as the visualization of 𝑴1 is similar. The figure clearly displays 
the effectiveness of the mesh redistribution.

In this example, we fix the time step size as 𝛿𝑡 = 0.002. Taking free energy as an evaluation metric, the results are shown in 
Fig. 12. It can be observed that in the case of sparse mesh, if the mesh is fixed, unbounded energy occurs during time marching, 
while the moving mesh method can effectively redistribute mesh points and keep the energy bounded. In the case of a denser mesh, 
the moving mesh method meets the energy dissipation property, where the free energy monotonically decreases over time. However, 
the fixed mesh fails to capture the energy dissipation property even with a denser mesh (initial uniform mesh size ℎ = 0.0125). 
Additionally, based on the monitor function 𝑴2, the mesh redistributed by the moving mesh method yields a smaller equilibrium 
energy compared to 𝑴1. This indicates that the finite element space corresponding to the mesh redistribution based on 𝑴2 provides 
a better approximation for the solutions to some degree.

7. Conclusion

In this paper, we apply a moving mesh method to address the challenges posed in the numerical solution of the Poisson–

Nernst–Planck (PNP) equations. The PNP equations are decoupled using the Gummel iteration technique. Spatial discretization 
was achieved through a finite element approach, while temporal discretization was realized using an implicit scheme. We presented 
a comprehensive derivation and explanation of the moving mesh method, which includes a relatively general functional and a novel 
flux-based monitor function. Our experiments display clearly that the redistributed mesh generated by moving mesh method is supe-

rior to the fixed mesh in solving PNP equations with singularities or exhibiting boundary layers. Additionally, the flux-based monitor 
function we proposed outperforms the traditional counterpart in all the numerical examples of this paper.

In future work, we aim to combine the moving mesh method with more stable numerical algorithms. Furthermore, we will employ 
the moving mesh technique to other systems of transport problem where flux exists.
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Fig. A.13. Illustration of 𝐹𝑒(𝜏) ∶ 𝑒→ 𝑒(𝜏).
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Appendix A. The derivation of (30)

Set  (𝜏) = { (𝜏) = {𝒙𝑖(𝜏)}
𝑁𝑣
𝑖=1,  (𝜏) = {𝑒𝑖(𝜏)}

𝑁𝑒
𝑖=1} be the mesh at 𝜏 during the process of mesh moving. Due to the topology of 

mesh being invariant, any mesh element 𝑒(𝜏) ∈𝐸 ℎ(𝜏) can be regarded as the image of a fixed reference element 𝑒 under a family of 
invertible affine mappings 𝐹𝑒(𝜏), i.e.,

𝐹𝑒(𝜏) ∶ 𝑒→ 𝑒(𝜏),

𝝃 ↦ 𝒙 = 𝐹𝑒(𝜏)(𝝃),
(A.1)

which in the two-dimensional case is clearly depicted in Fig. A.13. We can observe that the relationship between any basis function 
𝜑𝑗 restricted to 𝑒(𝜏) and its corresponding basis �̂�𝑗 restricted to 𝑒 is as follows,

𝜑𝑗 (𝒙(𝜏), 𝜏) = �̂�𝑗◦𝐹−1
𝑒(𝜏)(𝒙) = �̂�𝑗 (𝝃). (A.2)

It means that the material derivative of any basis in 𝑉 𝑘 (Ω) is vanished, i.e.,

d𝜑𝑗 (𝒙(𝜏), 𝜏)
d𝜏

=
𝜕�̂�𝑗 (𝝃)
𝜕𝜏

= 0, 𝑗 = 1,2,… ,𝑁. (A.3)

According to (A.3) and the relationship between material and local derivative, we can derive (30) through the following steps, i.e.,

0 =
d𝜑𝑗
d𝜏

=
𝜕𝜑𝑗

𝜕𝜏
+∇𝜑𝑗 ⋅

d𝒙
d𝜏

=
𝜕𝜑𝑗

𝜕𝜏
+∇𝜑𝑗 ⋅

d
d𝜏

(
𝑁𝑣∑
𝑘=1
𝜙𝑘𝒙𝑘(𝜏)) (linear basis function)

=
𝜕𝜑𝑗

𝜕𝜏
+∇𝜑𝑗 ⋅

𝑁𝑣∑
𝑘=1

(d𝜙𝑘
d𝜏

𝒙𝑘(𝜏) +𝜙𝑘
d𝒙𝑘
d𝜏

)
=
𝜕𝜑𝑗

𝜕𝜏
+∇𝜑𝑗 ⋅

𝑁𝑣∑
𝑘=1
𝜙𝑘

d𝒙𝑘
d𝜏

(
d𝜙𝑘
d𝜏

=
𝜕𝜙𝑘

𝜕𝜏

|||𝝃 = 0)

=
𝜕𝜑𝑗

𝜕𝜏
+∇𝜑𝑗 ⋅ 𝛿𝒙,

(A.4)
17

where 𝛿𝒙, 𝜙𝑘 have the same definitions as those in (30).
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