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Abstract

Several fast algorithms are proposed for the problem of projecting
a point onto a general ellipsoid. To avoid the direct estimation of the
spectral radius in the Lin-Han algorithm, we provide the maximal 2-
dimensional inside ball algorithm and the sequential 2-dimensional pro-
jection algorithm. However, we find that the solution procedure of the
former algorithm may tend to some 2-dimensional reduced ellipsoid and
the latter algorithm may produce zigzags. Therefore we investigate the
hybrid use of the two algorithms. Our numerical experiments show
that all the algorithms, even the hybrid algorithms, are suitable for
large-scale problems and much faster than the Lin-Han algorithm. Lin-
ear convergence of the algorithms is established. Possible extensions of
the algorithms are also discussed.

1. Introduction

The problem of projection on a general convex set

min d(a, x)
st. x€C, (1.1)

where d(-,) is some distance function and C is some convex set in R", is
one of the fundamental problems in convex analysis. It is also an important
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inertia of projection methods for nonlinear programming, variational inequal-
ity problem, etc. For example, Birgin, Martinez, and Raydan [1] established
efficient spectral projected gradient algorithms for optimization over convex
sets. Evidently, the performance of their algorithms is very related to the sub
projection algorithm on the convex set. Although the problem (1.1) has been
well studied in theory, it is little known about how to solve the problem except
when C is some special set such as a ball, a box, a box with a singly linear
constraint (for example see [12, 2]), or an order simplex (for example see [6]).

In this paper, we consider the following problem of projecting a point onto
a general ellipsoid

min d(a,x) = ||x — a|

st. xe&:={xeR": qx) <a}, (1.2)

where a € R™ is a point to be projected, ¢(x) = xT Ax + 2bTx, A is a positive
definite matrix in R™*" and || - || means the 2-norm. Note that the convex set
C can be usually written as

C=r {xeR": gilx) <0}, (1.3)

where m is some positive integer and g;(x)(i = 1,...,m) is some concave
function in R™. Since a suitable local approximation to a nonlinear function is
a quadratic function, the problem (1.2) is fundamental in solving the problem
(1.1) with C given by (1.3). If the problem with m = 1 is well solved, one can
then use the methods in [4] and [7] etc. to solve the general problem with any
m. The problem (1.2) with b = 0 is also related to the trust region subproblem
in nonlinear optimization.

To solve the problem (1.2), Lin and Han [9] proposed a simple and geo-
metric algorithm for the problem (1.2) with b = 0 with attractive convergence
properties. Suppose that the current iteration is x; that belongs to the bound-
ary of £. The basic idea of their algorithm is to construct an n-dimensional
ball that lies inside the ellipsoid £ and is tangent to the boundary of £ at xy,
and then take x;,; to be the intersection of the boundary of £ and the line
segment connecting a and the center of the ball ¢;. Consequently, they have
to estimate the spectral radius of A in some way. As analyzed in Section 3,
however, a lower estimate to this quantity may deteriorate the performance of
the algorithm greatly. Nevertheless, if we consider the choice of x;,; on the
2-dimensional linear manifold Sy = x; + Span{a — x;, Ax;, + b}, then much
faster algorithms can be obtained.

The rest of this paper is organized as follows. In the next section, we present
a general framework for all the algorithms considered in this paper. In Section
3, a numerical analysis on the Lin-Han algorithm is provided. Two new al-
gorithms, namely, maximal 2-dimensional inside ball algorithm and sequential



2-dimensional projection algorithm, are proposed in Sections 4 and 5, respec-
tively. In Section 6, we investigate the hybrid use of the two algorithms and
propose the simple hybrid projection algorithm and the general hybrid projec-
tion algorithm. Linear convergence result is established in Section 7 for the
general hybrid projection algorithm, that has the Lin-Han algorithm, maximal
2-dimensional inside ellipsoid algorithm, and sequential 2-dimensional projec-
tion algorithm as its special cases. Numerical results with the algorithms are
reported in Section 8. Discussion is made in the last section.

2. The General Algorithm

Throughout this paper, we assume that g(a) > « for otherwise the projec-
tion of a on the ellipsoid £ is itself. We also assume that

a>min{q(x): x € R"} = —b" A7 'b, (2.1)

so that &£ exists and is not a singleton. In this section, we describe a general
algorithm whose diagram is shown in Figure 1. This algorithm requires a
feasible initial point xo and generates a sequence {x;} C Q(&), where Q(&) is
the boundary of &,
QE)={xeR": q(x) =a}. (2.2)
Suppose that a feasible point x;, is obtained at the k-th iteration. Denote
u; = Vq(xx)/2 = Axi +b. The algorithm calculates an intermediate point ¢
along the negative gradient of ¢ at xy:

Cr = X — VU, (2-3)

where 7y, > 0 is so chosen that c; € &£, namely, ¢(ci) < a. For any x, y € R"
with x # y, denote by £(x,y) the line segment connecting x and y,

Lixy) ={x+n(y—x): ne01]} (2.4)

The algorithm takes x;,1 as the minimizer of the distance ||x — al| on the set
L(a,cx) N E. Equivalently, defining wy, = ¢, — a, the algorithm calculates

X141 = &+ N Wi, (2.5)

where n; € (0, 1) is such that xz.; € Q(&). The above procedure is then
repeated until some convergence criterion is satisfied.

Let us denote g, = Vg(a)/2 = Aa+ b, the requirement x4 € (&) asks
. to satisfy

a = q(xp41) = qlatmewy) = (W Awg) i +2 (g0 W) met+q(a) == ¥ (ne). (2.6)
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Figure 1. Diagram of The General Algorithm

Notice that ¥(0) = g(a) > a, ¥(1) = g(a+wy) = g(ck) < a, and P(n) — +oo
as 1 — +o00. Therefore the quadratic equation (1) = « has one root in (0, 1)
and one root in (1,+00). The smaller one is taken for 7, namely,

T T 2
8o Wk o Wik q(a) —a
_ _ 2.

wi Awy wiAwy

Define v, = a — x;.. The following criterion is used for the termination of
the algorithm: .
Cowve

gl Ivell =
where € > 0 is some tolerance error. Now we provide a detailed description of
the general algorithm.

1 (2.8)

The General Algorithm
1. Given a staring point xo € Q(€) and € > 0. Set k := 0.
2. Calculate vy, in some way, u;, = Ax; + b and ¢, by (2.3).
3. Calculate wy, = ¢, — a and xx11 by (2.5) and (2.7).
4. If (2.8) does not hold, set k := k + 1 and go to step 2.
As will be seen, all the algorithms in this paper are special cases of the above

general algorithm, but differ on the choice of ;.

3. A Numerical Analysis of the Lin-Han Algorithm

The algorithm by Lin and Han [9], which consists in constructing a ball
that lies inside the ellipsoid £ and intersects (&) at the point xy, is a special
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¢ 1 1057102 01 |0.05|0.02] 0.01
#Hiter | 142 | 284 | 710 | 1420 | 2839 | 7098 | 14197

Table 1. Performances of the Lin-Han algorithm with ~; = 0.01¢

case of the General Algorithm. More exactly, their algorithm aims to find a
positive number v such that the n-dimensional inside ball

B(vi) = {llx — cil| < wllugl] :x € R"} C €. (3.1)

Consequently, Lin and Han require the choice of 7, to satisfy the following
condition

T <% < (p(A) 7 (3.2)

where 7 is some small positive constant and p(A) is the spectral radius of A.

As analyzed in [9], the first inequality can provide a sufficient decrease of
d(a, x;) and hence the global convergence of the algorithm can be established.
The function of the second inequality is to guarantee the n-dimensional ball
B(7) to lie inside the ellipsoid €. For this purpose, they need to estimate some
matrix norm |||A]|| > p(A) and the 1-norm or co-norm is suggested. As will
be shown, the numerical performance of their algorithm heavily relies on the
estimation of the spectral radius p(A) and an under estimation of this quantity
may deteriorate the algorithm greatly.

Consider the following 10-dimensional example:

Example 1. & = {x € R!®: ¢(x) := ¥;2,i%x? = 385}, a = (a;) with
a; = 10>+ 1(i = 1,---,10). The initial point is xg = %a. In this
example, the projection x* of a on € is x* = (1,1,---,1)T.

Since in this example A = diag(1,4,---,100), we have that p(A) = 100. We
tested the Lin-Han algorithm using v, = ¢ (p(A))~! = 0.01¢ with different
values of ¢ < 1. The tolerance error € in (2.8) is set to 107¢. Table 1 lists the
iteration numbers required by the algorithm with different values of (.

From Table 1, we see that the number of iterations required by the Lin-
Han algorithm is almost linearly dependent on the value (. A good estimation
of the spectral radius p(A) may accelerate the algorithm significantly. This
example even suggests that, it is worthwhile to do so before the projection
calculations if a good approximation can be obtained with relatively low cost.
As will be seen in the following sections, however, this estimation procedure
is not necessary and algorithms much faster than the Lin-Han algorithm even
with 7, = (p(A))~! can be obtained.



4. Maximal 2-Dimensional Inside Ball Algorithm

Our new algorithms are based on the following observation: all the points
a, X, ¢x and X, lie in the 2-dimensional linear manifold

Sk = {Xk + (U.k,Vk) r:.rc R2}, (41)

where (uy, vy) stands for a matrix whose columns are u; and vj. Thus at
the k-th iteration we may just consider the 2-dimensional linear manifold S
instead of the whole space R".

Define &, = £ N S, to be the 2-dimensional reduced ellipsoid of € and
Q&) = Q(E) NSk, to be the boundary of &. A direct extension of the Lin-
Han algorithm is to construct a 2-dimensional inside ball

By(vk) = {lIx — cil| < wmellur]l - x € Si} C & (4.2)

In addition, the numerical analysis of Lin-Han algorithm in the previous section
suggests that the larger 7, the more efficient the algorithm. Therefore it is
natural for us to choose the maximum 2-dimensional inside ball and propose
the following algorithm.

Algorithm 1 (maximal 2-dimensional inside ball algorithm)
At step 2 of the General Algorithm, calculate the mazximal i, such that (4.2)
holds.

Since the dimension of the ellipsoid & is only two, we can directly calculate
the radius of the maximum inside ball of £ at x;, and then decide the value of
v, in the above algorithm. To do this, we orthonormalize the vectors v, and
u;, as follows:

Pr = s Ak = T (4.3)
hal el
where z;, = u;, — :g:’; vi. Denote
k
Hk = (pk, qk) c RHXQ, (44)

which satisfies H H;, = I. The linear manifold Sy in (4.1) can be expressed
by

Sr = {xx + Hyl : 1€ R?}. (4.5)
Consequently, the 2-dimensional reduced ellipsoid & can be expressed in the
vector 1 as follows:

g ={1e R? : 1" Al + 2bT1 < 0}, (4.6)



where

VgAVk ngzk uka
vi|? il 1zl T Ivell
Ay = HTAH, = | ! by = H'u; = AT
k k k Z{AwC z%Azk ! k k Sk u%zk ( )
Vil NIzl llz I llz |l

At the same time, x;, corresponds to the origin in the 1 subspace. Our problem
is then to compute the radius r; of the maximal inside ball of the ellipsoid 5,9)
at the origin.

To this aim, for any ¢ > 0 we consider the ball

BY (1) = {1e R?: |1+ thy|| < t]/by)}

that is tangent with the boundary of E,El) at the origin. For any 1 on the
boundary of BY(t), we have that |1+ tby||? = ¢2||bs||? and hence

1714 2tb]1 = 0. (4.8)
If t < (p(Ag))~!, we can get by this, (4.8) and (4.6) that,
17 A1+ 2bi1 =17 A1 — 1 171 < 17 Al — p(A)1T1 <0,

which means 1 € 5,5” and hence 7, > (p(Ag)) Y|bgl. On the other hand, for
any t > (p(Ay))~!, consider the point

1= —2t(b{u)u,

where @ is one unit eigenvector of the matrix A corresponding to p(Ag). By
direct check, we know that

1eBPt) but 1¢&,.

Hence we also have that ry < (p(Ax)) 7Y |bx|. To sum up, rx = (p(Ag)) || brl

is exactly the radius of the maximal inside ball of BS) (r) of & at x.
By direct calculations, we know that the spectral of the matrix Ay is

p(Ar) = =
(4x) 2| vivy z} 7y, vivy 7} 7y vivyzlz,

1 |viAv, N z] Az, +¢ <V%AV}<; B zzAZk>2 . 4 (vEAzy)?

(4.9)
On the other hand, we have by H] H, = I that ||by| = |[H{w| = |lull-
Thus the spectral radius of the maximal 2-dimensional inside ball of &, at x;,
is (p(Ax)) "' ||ug| and the value of 4 in Algorithm 1 is

M= (p(Ar)) (4.10)
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In the implementation of Algorithm 1, we need not store and compute
the vectors py and qj since only the value p(Ay) is required. We counted
that Algorithm 1 requires 1 matrix-vector multiplication and 12 vector-vector
operations or scalar-vector multiplications (here note that to calculate p(Ay)
by (4.9), we can obtain Az, and Avy by Aug and uy and hence only require
one matrix-vector multiplication, that is Auy, at each iteration). Comparing
with the Lin-Han algorithm, Algorithm 1 requires only 1 more vector-vector
operation. However, Algorithm 1 avoids the direct estimate to the spectral
radius p(A). Even if p(A) is available, we may expect that Algorithm 1 is
better than the Lin-Han algorithm with v, = (p(A4))~! because it follows from

p(Ar) ™ = p(A) (4.11)

Example 1 in Section 3 has been used for a quick check, and it is found that
Algorithm 1 requires only 111 iterations to achieve a solution with the same
precision. More numerical comparisons will be provided in Section 8.

5. Sequential 2-Dimensional Projection Algorithm

A numerical drawback of Algorithm 1 is that, even in the case of 2-
dimension, if the ellipsoid &£ is flat and the point a to be projected is close
to the sharp area, the algorithm may take a large quantity of iterations. Con-
sider the example

Example 2. £ = {x € R?: 27 + 1000023 = 2}, a = (1, 100.01)”. The initial
point x is either (v/2, 0)T or (=1, 0.01)”. The exact projection of a onto & is
x* = (1, 0.01)7.

If xo = (v/2,0)7, Algorithm 1 takes 7361 iterations to reach the stopping
condition (2.8) with e = 1075, If xo = (—1, 0.01)%, Algorithm 1 requires 12858
iterations to find a satisfactory point. In this example, we have that v, = 10~
This drawback of Algorithm 1 still exists in the higher dimensional case. Take
the 10-dimensional example in Section 3 as an instance. Denoting by M} the
matrix with columns formed by e ; = ”’;Zii:zn (1=0,1,2), we found that the
determinant of M M, eventually tends to zero, which means that the solution
procedure of Algorithm 1 tends to some 2-dimensional reduced ellipsoid. At
the same time, the 7, tends monotonically increasingly to some value, which
is 1.2804e —2 approximately.

To overcome the above drawback of Algorithm 1, we propose another
algorithm that consists in calculating the exact projection of a onto the 2-
dimensional ellipsoid & at each iteration. The following lemma, together with
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the invariance of the projection under orthogonal transformations, indicates
that the projection onto any 2-dimensional ellipsoid can be obtained via a
quartic equation.

Lemma 1 Consider the 2-dimensional ellipsoid
EMW ={heR?:h'Dh < 5}, (5.1)

where 3 > 0 and D = diag(\i, \a) with Ay, Ao > 0. For any h = (hy, hy)T with
h”Dh > 3, denote by h* = (h%, h3)T the projection of h onto EM. Then

Ak
2 n (5.2)

hi =
SO VD V) D VY T

where hy satisfies the quartic equation
(A1 — Xo)Rt + Xahy 2 M (RD)? — B] + A2\aha(R1)? = 0. (5.3)

Proof By the Karush-Kuhn-Tucker condition (for example see Fletcher [5]),
there exists some p > 0 such that h — h* = pDh*, or equivalently

hy — hY = u\h?
{ 1 i KA1 ia (5.4)
hg — h2 = M)\th.
It follows that
Mhi(he = h3) = Ashy(ha — hY), (5.5)

which implies the truth of (5.2). In addition, by the feasibility condition,
A (h7)? 4+ Aa(h3)? = 1. (5.6)

Substituting (5.2) into (5.6), we then know that h satisfies (5.3). g.e.d.

The quartic equation (5.3) can be solved in an analytical way or easily by
some numerical methods (in our implementation with MATLAB, we use the
function roots). From (5.4) and the positiveness of the multiplier u, we can
get that
hy —hi  hy— h3

Mhi Aghd
The above relations and (5.2) can help us to pick up the correct value for h}
among the four roots of (5.3). The A} is then determined by (5.2).

Note that the computation amount of projecting a point onto a 2-dimensional
ellipsoid is negligible when n is relatively large. We propose the following al-
gorithm for projecting onto an n-dimensional ellipsoid.

w= > 0. (5.7)



Algorithm 2 (sequential 2-dimensional projection algorithm)
At the k-th iteration, having x, € Q(E) we take the projection of a on the
2-dimensional reduced ellipsoid &, = € NSy to be Xp1q.

Now we describe how to calculate x;,; in Algorithm 2. Notice that the
linear manifold Sy in (4.1) can be expressed by (4.5) where A and by are
still given by (4.7), (4.4) and (4.3). Also notice that the point a in R"™ is
corresponding to a; = (||vg||,0)7 in the I space. Due to the invariance property
of the projection under orthogonal transformations and the fact that H} H;, =
I | if the projection aj of a; onto the ellipsoid S,El) in (4.6) is obtained, the xx4
in Algorithm 2 is given by

Xpt+1 = X + Hkazk. (58)

Therefore our calculation of x4, in Algorithm 2 can be divided into two steps:
the first step is to compute the projection aj of a; = (||vi|[,0)” onto 5,2‘) in
(4.6) and the second step is to calculate x4 from aj.

At the first step, to compute af, we assume that the eigendecomposition
of the 2 x 2 matrix Ay in (4.7) is

A, =QTDQ, where D is diagonal and Q7Q = I. (5.9)

Under the orthogonal transformation 1 — h = Q1 + D~'Qb, the ellipsoid 5,5‘)
can be expressed by the form (5.1) with 8 = (Qbg)" D~!(Qby,). The point a
in the 1 space is corresponding to a, = Qa; + D~ 'Qb,, in the h space. Denote
by a} the projection of a, onto £®), we also have that aj = Qa; + D~'Qby.
Consequently, we have that

aj = Q" (a; — D7'Qby). (5.10)

By Lemma 1, the projection a} of a, onto £ can be obtained via a quartic
equation. Therefore after A, and by has been obtained, the computational
work to obtain the projection a; of a; onto the 2-dimensional ellipsoid E,EZ) is
again negligible when n is relatively large.

At the second step, we may calculate xyq from af directly by (5.8). To
avoid the explicit storage of Hy, however, we express x;41 by the form (2.5)
and treat Algorithm 2 as a special case of The General Algorithm described in
Section 3. Assume that aj = (a},, af,)". It follows from (5.8), the definition
of Hy and (4.3) that

1,2

* *
Xp+1 = X+ 1Pk + 4 oQk = X+ 0 Ug +

a; aik,l U;}FVk: a7,2
e

Vel vive llz]
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On the other hand, the definitions of wy, ¢, and v}, in Section 2 indicate that
Wp=Cr,—a=3Xp— YU —a=—7 U — V. (5.12)

By (5.12) and the definition of v, the x5, in (2.5) can be expressed as
X1 = X + Vi + Mk Wi = X — ke Ve Uk + (1 — mx) Vi (5.13)
Comparing (5.11) and (5.13), we can then calculate the x;.; by (2.5) and

(5.12) with
aik,l U{Vk a;"72

e =1— (5.14)
Vil vEvi ||zl
and _—
;o
Teall 0 (5:15)

The above equivalent treatment also convenes us in designing a safeguard for
Algorithm 2. If the 7 in (5.15) is negative or tiny (this is sometimes the case
in our numerical experiments though seldomly), we can turn to use (4.10) and
carry out one step by the maximal 2-dimensional inside ball algorithm.

Using (4.4) and (4.3), the matrix A and by in the expression of E,EZ) can
be also calculated without the explicit storage of Hy. If we do not consider
the difference in the calculation of 7, the computation amount of Algorithm
2 and that of Algorithm 1 are identical since they require the same vector
operations; namely, both of them require only 1 matrix-vector multiplication
and 12 vector-vector operations or scalar-vector multiplications. Due to the
minimal property, however, Algorithm 2 is expected to perform better than 1.
When we use Algorithm 2 to solve the example in Section 3, a solution with
the same precision is achieved at the 79-th iteration.

6. Hybrid Projection Algorithms

Algorithm 1 and Algorithm 2 avoid the direct estimate to the spectral
radius p(A) and are more efficient than the Lin-Han algorithm. Algorithm 2
seems to be optimal since the distance function d(a,x) achieves the maximal
decrease in the 2-dimensional ellipsoid Sy at every iteration. However, the
following example shows that Algorithm 2 produces some kind of zigzags.
Consider the 3-dimensional example with

Example 3. & = {x € R® : 2z} + 100z3 + 1000023 = 1.0101}, a =
(2, 1.01, 1.0001)". The initial point is xo = (0.01, 0.01, 0.01)". The exact
projection of a onto € is x* = (1, 0.01, 0.0001)7.
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Figure 2. The {v;} by Algorithm 2 Figure 3. The {74} by Algorithm 3

Even for this 3-dimensional example, Algorithm 2 takes 113 iterations to reach
the stopping condition (2.8) with e = 107°. Denote again e; = ﬁ and
the matrices

My, = e, €2, €pral, My = [€2111, €2k+3, €2k+45).

We found that both the determinants of M, and Mk tend to zero as k increases.
This shows that the iterations generalized by Algorithm 2 tend to two 2-
dimensional reduced ellipsoids alternately. Meanwhile, the sequence {74} also
tend to two different values, as shown in Figure 2. The same phenomenon is
observed for Algorithm 2 in Example 1 in Section 3.

Instead of establishing strict theoretical results for the above observations,
we are interested in this paper to find more efficient algorithms. A naive idea
to avoid the zigzagging phenomenon of Algorithm 2 is to use one iteration of
Algorithm 1 after every two iterations of Algorithm 2. We then obtain the

following simple hybrid projection algorithm, where for some given xy, 7,(:)

and 7,&2) stand for the values of v, given by Algorithm 1 and Algorithm 2,
respectively.

Algorithm 3 (simple hybrid projection algorithm)

At step 2 in The General Algorithm, set Vs = 'yéi)ﬂ fori=20,1 and Y312 =
%E.i)w

Although its basic idea is simple, our numerical experiments on a collec-
tion of test problems showed that Algorithm 3 is much more efficient than
Algorithm 1 and Algorithm 2. For instance, to solve Example 3 with the same
precision, Algorithm 3 only requires 49 iterations, which is significantly smaller
than the number by Algorithm 2. To solve Example 1 in Section 3, Algorithm
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3 only takes 27 iterations. At the same time, we notice that the value of 4
changes frequently in Algorithm 3 (see Figure 3 for {v;} in Example 3).

A possible explanation for the success of Algorithm 3 is that, the inex-
actness in the projection of a on the 2-dimensional reduced ellipsoid Esxio
introduced by Algorithm 1 can make £353 and Esx4 be much different from
&3 and &3 1 and hence help Algorithm 2 continuously achieve big decreases in
the distance function d(a, xy). It is interesting to note that a similar idea has
been used in the steepest descent method and leads to significant numerical
improvement (see [3]).

The degree of inexactness in Algorithm 3 depends on the values of 7§?+2

and 'yéi)JrQ. If 7:&&2 ~ ’Y:E,i)w Algorithm 3 fails to bring enough inexactness.

On the other hand, we see that there are many other ways to control the
. . (2) e

inexactness (for example, to multiply 7, by some positive constant less than
1). In addition, from Figure 3 we have some worry that the sequences {7}
and {e;} in Algorithm 3 may also sink into some type of cycle. Therefore we
propose the following general hybrid projection algorithm.

Algorithm 4 (general hybrid projection algorithm)
At step 2 of The General Algorithm, compute v, by some positive function

1 2 1 2
b, 12) of 1D and 2.

The above algorithm includes Algorithm 1, Algorithm 2 and Algorithm 3 as
its members. Now we discuss how to choose the function 1. To guarantee the
existence of xx4; and d(a,x;11) < d(a, Xx), we impose the following condition

i < max(y;”, 947, (6.1)

If this relation holds, it is easy to know by continuity that the line segment
connecting a and ¢ = X — Y, must have an intersection point with Q(&y).
By (6.1) and the positivity of ¢, we can express v, as

1 1 2 2
= e + P, (6.2)

where c,(fl) and c,(f) are such that

V>0 >0 M4 <r (6.3)
To ensure the convergence of the algorithm, we require that
c,(j) + c,(f) > 7, for some 7 € (0, 1] and all . (6.4)

Under these requirements on c,(j) and c,(f), we will show in the next section that

the algorithm is globally convergent and the convergence is linear.
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In this paper, we are particularly interested in the following four-parameter
family of hybrid projection algorithms:

(1) @) (6.5)

e = {7,532), if mod(k, my + ms) < my;
Yy =
a1y, + ey, otherwise,

where my; > 1 and my > 1 are integers, and c¢; and ¢, are non-negative con-
stants satisfying 0 < ¢;+c2 < 1. The formula (6.5) indicates that the algorithm
will carry out msy inexact 2-dimensional projection steps after every my steps
of Algorithm 2. In Section 8, we will find that some methods in the family
(6.5) are more efficient than the simple hybrid projection algorithm. Here we
would like to note that Algorithm (6.5) with the choice (8.2) only require 23
iterations for Example 1.

7. Linear Convergence

Lin and Han [9] proved the global convergence for their algorithm under
the condition (3.2) on 7. In the following we will establish the linear conver-
gence of the general hybrid projection algorithm with v, given by (6.2) under
the assumptions (6.3) and (6.4) on cgk) and cgk). Consequently, the Lin-Han
Algorithm and Algorithms 1-3 are all linearly convergent.

For any nonzero vectors x and y in R", define the angle between x and y

) 0(x,y) = arccos( X'y ), 0<0(x,y) < (7.1)
y) = , <fl(x,y) <m. .
1= lly |
For any x; € S(a, ), we denote the angles
Vg :9(a—xk,Axk—|—b), Hk :0(a—xk,x* —a), (72)

where x* is the projection of a on £ as before. In the following, Lemmas 2 and
3 aim to provide a lower bound for the decrease d(a,xy) — d(a,xx+1) by the
angel v,. Lemma 5, that calls Lemma 4, estimates the upper bound for the
distance d(a, x;) —d(a,x*) by the angel 0. Then using the relation vy > 6y, as
shown in Lemma 6, we establish the linear convergence of the general hybrid
projection algorithm in Theorem 7.
Denote by k and A,;,(A) the condition number and the minimal eigenvalue
of A, respectively. Define
a=a+b A b, (7.3)

Under the transformation x — y = x + A~'b, we can express Q(€) as

Q={yeR": y'Ay =a}. (7.4)
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Then we can obtain

in [[Ax +b|| = min|Ay|| = min/(Azy)TA(A2
min 4x+b| = min|Ay| = miny/(aty)"A(aly)

= min\Ain(A) [ 43] = An(D) 0 (75)

Lemma 2 For Algorithm 1, there exists some positive constant c3 such that

d(a,x;) — d(a, X, 1) > cysin® %, for all k, (7.6)

where

~ 2d(a, x*)
STIY cyd(a, x*)

=
=

and ¢y = (p(A)/a)

KRZ2.

(7.7)

Proof Denote by x the intersection of the line segment L£(a, cg) and the
boundary of the 2-dimensional ball By(vx) in (4.2) (see Figure 4). Then we
have that ||xs — ckl| = ||xx — ck|| = V& |Jukl|. Noting that By(yx) C & and
considering the triangle formed by the points a, ¢, and xj, we can get that

d(a,xg) —d(a,xp1) = [d(a,xx) + [[xr = crll] = [d(@xp41) + x5 — cill]
> [d(a xp) + [Jx — cxll] = lla— cxll
o Lt x) + [xi — exll]” — Jla — e’
- [

2[d(a,xx) + ||xx — cxll]
d(a,xg) ||xr — ¢kl [1 — cos(m — vy)]
d(a,xx) + [|xx — cx|l
2 sin? &
= 2 . 7.8
o %0l + Pl el (73)
From the above relation, (4.10), (4.11), the definition of uy and (7.5), we know
that (7.6) holds. q.e.d.

Lemma 3 Consider Algorithm 4 with i, given by (6.2). Ifcgk) and cgk) satisfy
(6.3) and (6.4), we have that

d(a,x;) — d(a, X4 1) > c37 sin’ %, for all k. (7.9)

Proof  For any fixed x;, denote by X]E:l_,’)_l and x,(jzl the points generated

by Algorithm 1 and Algorithm 2, respectively. Noting that d(a, X,(izl) =
min{d(a,x) : x € &} < d(a, x,(glil), we have by this and Lemma 2 that

d(a, x;,) — d(a,x{'],) > c;sin? % for i = 1,2 and all k. (7.10)
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Figure 4. Diagram of proof of Lemma 2 Figure 5. Diagram of proof of Lemma 3

The relations (6.2) and (6.3) imply that v, < max(’y,i),'y,(f)). Define
Xp+1(7) = L(a,xg — yug) N Q(Eg). Since 7,&2) is the unique minimizer of the
function d(a, xx+1(7)) such that xx41(y) C Q2(E), we know that d(a, xx+1(7))

is monotonically decreasing as v moves from 7,9) to 7,&2). Consequently, if

v > min(yY74), (7.11)

we have that d(a,xx41) < d(a, X,(:ng) and hence (7.9) is true.
If (7.11) does not hold, we have by (6.2) and (6.3) that

T < <A, (7.12)

where ig € {0, 1} is such that fy,(f()) = min (7,9),7; )). Equivalently, we have
that

7l = xill < flew = xill < e =l (7.13)
where c,(f 0 _ = X} — V(iO)uk Denote again by x; the intersection of £(a, c;) and

the line segment connecting x;, and xk +1 (see Figure 5). Due to the convexity
of Q(&), we know that x, belongs to the interior of & and hence

d(a,xg41) < d(a, Xs). (7.14)

For convenience, for any given vectors zi, z;, and z3, we denote by /z,zyz3
the angle between z; — z5 and z3 — z,. Note that /ac,x; > Zac,(f‘))xk. If in-

troducing a supplementary point s C L£(x, x,(fj)r)l) such that L(s, cx) is parallel
to £(x\%), ), we can see that
%5 — x| ek — x|

%% — x| [lef®

ol (7.15)
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Now we introduce a supplementary point s; C L(a,x;) such that ||a —s;|| =
la— kaH Then we have that

Lax(Ps) = Las;x{) = £s,xV% %, + Laxx (), (7.16)

zax,iii)lsl + Zaslx,gii)l + zxkax,(ﬁ)l = . (7.17)

Substituting (7.16) into (7.17), we get that
2Zslx,(fj)r)1xk = (r 2Zaxkx,(€+)1) — Zxkax,(€+)1 (7.18)

Similarly, if we introduce another supplementary point sy C £(a, xy) such that
la — sq|| = ||]a — x5||, we have that

2Zs2x,(fj)r)1xk = (m— 2Zaxkx,(fj)r)1) — /XjaX,. (7.19)

The relations (7.18), (7.19) and /xjax, < Zxkax,(jjr)l imply that ZSQXIE:J‘)F)lxk >
Zslxgj)r)lxk. Similarly to (7.15), we can prove that

o —xall e — il 720,
Isr =il ™ it — x|
Therefore by (7.14), (7.20), (7.15) and (7.12), we obtain
d(a,x;) — d(a, Xj41) d(a,x;) — d(a, xs) _ ||se — x|
da,x) —d(a,x{?)  dlax) —dax) lst—x
el el gy
It =il e = x|
which, with (7.10), indicates the truth of (7.9). q.e.d.

To estimate the distance between d(a,x;) and d(a,x*), we require the
following lemma.

Lemma 4 Consider the n-dimensional ellipsoid € in (1.2). For any X,y €
Q(E) with x # y, we have that

1
cosf(Ax +b,x—y) < §C4HX—yl|, (7.22)

where ¢4 is given in (7.7).
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Proof Without loss of generality, we assume that n = 2 for otherwise con-
sider the reduced ellipsoid of £ restricted to the 2-dimensional linear manifold
{x+ (Ax+b,x —y)r : r € R?}. Further, by making the transformation
x — X + A7'b and some orthogonal transformation, we assume that

£ ={xe€ R*: x"Ax < a}, where A = diag(3?, %) with 0 < 3 <4, (7.23)

and @ is still given in (7.3). Let 0 = @23 10~1. Then we can express any X,

y ( Q(c‘:) as
ﬂSil’lO&l ’ ﬂSil’lOéQ '

Denote az = % and oy = “5%2, we have by direct calculations that
|x —y|* = 0*[6%*(cosa; — cos ap)® + B*(sina; — sin ay)?]
= 4% sin® ay(6% cos® a3 + 3% sin” a3) (7.24)
> 40*3%sin® oy (7.25)
and
(x —y)TAx = 0*B%6%[cos ai(cosa; — cos as) + sin ay (sin a; — sin ay)]
= 0*(%6%[1 — (cos ay cos ay + sin a; sin ay)]
= 0*B%0%[1 — cos(a; + ay)] (7.26)
= 20°3%6%sin® ay. (7.27)
In addition, we can get that
1AX|| = 085/ cos? ay + 62 sin® oy > 0B%. (7.28)
Thus by (7.1), b =0, (7.25)—(7.28) and the definition of o, we obtain
(x —y)TAx o 52
cosf(Ax+b,x—y) = x—y|| < —|x—y| < x—y||.

If n = 2, we have that 0 = \/p(A4) and § = \/Amin(A). If n > 3, in which case a
2-dimensional reduced ellipsoid is considered, we have similarly to (7.16) that
d < /p(A) and B > \/Amin(A). Consequently, (7.22) is always true. q.e.d.

With the help of Lemma 3, we can now estimate the distance between
d(a,x;) and d(a,x*) by the angle 6 in (7.2).

Lemma 5 Denote S(a,€) = {x € Q(&) : la—x,Ax +b) < T} Ifx; €
S(a, &), there exists some positive constant cs such that

0
d(a,x;,) — d(a,x*) < ¢ssin’ E’f (7.29)
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Proof Define

fla—x*x—x*), if x#x*
5, ifx=x"

It is easy to see that ¢* := max{¢(x) : x € S(a,€)} > § sincex* C S(a,&). In
addition, notice that the point X in £ satisfying #(a —x*, X —x*) = 7w does not
belong to S(a, &). Then we have by the compactness of S(a, &) that ¢* < 7.
Further, denote o, = 0(a — x*, x;, — x*) (see Figure 6). In a similar way, we
can show that 5 > 7 — (0 + ox) > £*. It follows that for any x;, € S(a, &),

sinoy, > sing* and  sin(fy + oy) > sin&”. (7.30)
From the triangle formed by a, x* and x;, we have that

|Ix* —xif| _ d(a,xx)  d(a x")

= . 31
sin 0, sin oy, sin(6y + o) (7.31)

Noting that a — x* is parallel to Ax* 4+ b, we have by Lemma 4 and the fact
that a — x* is parallel to Ax* + b that

—cos oy, = cos(m — o) < ¢y X" — xx . (7.32)
Now, by (7.31), (7.32) and (7.30), we can obtain

d(a,x;) —d(a,x*)  sinoy — sin(0y + o)
d(a,x*) B sin(6x + o)
sin oy (1 — cos by) — cos oy, sin by,
sin(6y + o)
2sin oy sin® & + Loy ||x* — x| sin Gy,
sin(fy + o)

2sin? oy, sin’ %k + %04 d(a, xy) sin? O

sin(0y + oy,) sin oy,

2sin® oy, + 2ca d(a, xi) cos® &, 6,

sin(0y + o) sin oy, 2
2(1 -+ C4dmax) . 2 t9k
S E sin o sin” —-. (7.33)

In the above, dyax = maxxes d(a, x) < +00. Therefore (7.29) holds with

2(1 + c4dmax) d(a, x*)

34
sin £* sin ¢* ’ (7.34)

Cy =
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Figure 6. Diagram of proof of Lemmas 5 and 6

which completes the proof. qg.e.d.

To establish the linear convergence of the algorithm, we now need a relation
between the angle v and 6. Similarly to the proof of Theorem 3.8 in [9], we
can show that v, > 6. In the following, we present a geometrical proof to this
result (see also Figure 6 for the diagram of the proof).

Lemma 6 For any x;, € S(a, &) with x; # x*, we have that vy, > 0y.

Proof Denote & = 0(x* — xi, ug). Since uy is the normal direction of ¢
at xy, we know that { > 5. Denote by Si the 2-dimensional linear manifold
including a, x* and x;. Note that the direction u; does not necessarily lie in
Si. We then introduce a supplementary direction ug € S such that the angle
O(x* — X, u,) has the same size as £. Meanwhile, we denote by C, the cone
xp U{y # x¢ @ 0(xX* —xp, ¥ — Xx) = & }. Then we can see that

ve =0(a—xp, u,) =min{f(a—x3, y — %) : y € Ce\{zx}} < v, (7.35)
On the other hand, since x* is the projection of a on the ellipsoid, we have
that f(a — x*,x; —x*) > 7. Consequently, the straight line passing a and x*

and the one {x;, +tu, : t € R'} must cross at some point, still say x,. From
the triangle formed by a, x; and x;, we can get that

ve > 0. (7.36)
Combining (7.35) and (7.36), we know the truth of this lemma. g.e.d.
Now we are able to give the main theorem.

Theorem 7 Consider Algorithm 4 with v given by (6.2). If c,(:) and c,(f)
satisfy (6.3) and (6.4), there exists some positive constant cg < 1 such that

d(a,Xp41) — d(a, x*) .
d(a,x;) — d(a,x*) < 1—ce (7.37)
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Proof By Lemmas 3, 5 and 6, we have that

d(a, xp11) — d(a, X") d(a,x;) — d(a, Xg41) C3T
=1- <1-= ,
d(a, x;) — d(a, x*) daxy) — dlax?) = o (7.38)

Substituting the values of ¢;’s, we know that (7.37) holds with

c3T T sin&* sino*
g =— = — — . (7.39)
s [1+ (p(A)/a)2 k2 d(a,x7)] [T+ (p(A)/@)2 K2 dima]
The proof is then completed. q.e.d.

When x;, — x*, we have that 0, — 7, 0p +0, — 5 and d(a, x;) — d(a,x*).
Consequently, from the proof of Lemma 5, the linear convergence constant in
(7.37) can be approximated by 1 — ¢ where

Go = U - (7.40)

14 (p(A)/a)7 k7 d(a, x*)]

The relation (7.40) indicates that the convergence becomes slower when the
condition number of A becomes larger or the point a to be projected is farther
from the ellipsoid.

8. Numerical Experiments

A 10-dimensional example has been used before to show the efficiency
of new projection algorithms. Now we provide some numerical results for
higher dimensional problems. To convene our observation, we assume that the
matrix A is diagonal and its diagonal entries are given by a; = 1Qn=ineond
(t=1,...,n) and ncond controls the condition number of the matrix A. The
vector b is set to 0 in our tests although the algorithms can apply to the case
of nonzero b. In case of nonzero b, we need to find a feasible initial points in
E. We set ¢ =0 and a = 1 so that the ellipsoid £ lies in the unit ball at the
origin. Equivalently, given n and ncond, the ellipsoid used in our test is

n .
E={xeR": S 10mreondy? — 1},

i=1

For the choice of a, we first generate a point a = (a;) by

di = CLTW, (81)

(2

where w > 0 is some parameter. Then we ask x* = (éTAé)_% a to be the
projection of a in the ellipsoid £. It is easy to see that the larger w is, the
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more x* tends to an eigenvector of the matrix A corresponding to its small
eigenvalue. For each x*, we choose different ¥’s for a such that ||al| = . Given
the size 1 of a, the point a can be calculated by

v — x

L+ /1 + [ Axe|[2 [92 — [|x*[|2]

*

a=x +

The above strategy enables us not only to control both the size and the direc-
tion of a (by the parameters w and ¢) but also to know its exact projection
x*. To sum up, the construction of our test problems depends on the four
parameters n, ncond, w and 9. In our tests, we fix n = 10* and vary the other

parameters:
ncond € {2, 3, 4,5}, we{0,1/8,1/4,1/2}, 9 €{2, 5,10, 50}.

We tested the Lin-Han Algorithm and Algorithms 1-4 with the MATLAB
language (version 6.5.0). For all cases, the initial point is set to xo = ¥~ 2a.
The stopping condition is (2.8) with ¢ = 107%. For the Lin-Han Algorithm,
we set 7, = (p(A4))~! = 1074 Ag analyzed in Section 3, this choice of 7
favors the comparison of the Lin-Han Algorithm since any under estimation of
this value may deteriorate the performance of the algorithm. The parameters
in Algorithm 4 are chosen as follows:

my = 1, meo = 1, C1 = 01, Cy = 0.8. (82)

Nevertheless, good numerical results are also obtained with (my, mg ¢y, ¢2) =
(1, 1, 0.05, 0.9), etc. Generally, if m; = my = 1 are fixed, the suggested
arranges for ¢; and ¢y are that

c2 €0.7,0.9], ¢ €0, 0.95— ¢y

The iteration numbers required by the algorithms for each case are taken
down in Table 2, where LH and A: stand for the Lin-Han algorithm and
Algorithm 7, respectively. Since the computation amount per iteration required
by each algorithm is similar, the algorithmic performance can basically be
evaluated by the required iteration numbers. From Table 2, we make the
following comments:

Regarding influence of ncond, w and ¥. In general, we see that the problem
becomes more difficult as ncond and w increase. In other words, when the
ellipsoid becomes more flat, it is more difficult to project those points close
to the flat part of the ellipsoid. The influence of J, namely, the size of a,
is different. If fixing ncond and w, the increase of ¥/ leads to more projection
iterations in most of the cases. However, for quite many cases such as ncond =
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ncond = 2 ncond = 3
LH Al A2 A3 Ad| w 0 LH Al A2 A3 A4
72 49 40 19 171 0 2 209 141 118 44 43
110 74 62 25 251 0 5 316 212 184 62 57
134 90 76 29 29| 0 10 382 256 231 77T 65
163 109 94 35 31| 0 50 434 290 280 86 77
82 54 45 19 19]1/8 2 269 173 148 52 41
127 82 70 260 29|1/8 5 435 278 246 83 48
157 101 88 32 31|1/8 10 559 357 324 104 51
194 124 110 40 35(1/8 50 716 456 440 137 87
94 58 50 22 21 |1/4 2 344 208 186 65 49
146 89 80 31 31|1/4 5 580 349 322 104 64
181 110 100 37 33|1/4 10 773 465 436 137 121
225 136 126 43 39 |1/4 50| 1076 647 630 193 97
121 63 64 37 27| 1/2 2 579 293 304 136 62
187 96 100 52 35|1/2 5 994 501 534 223 115
228 117 124 62 37|1/2 10| 1337 672 728 295 166
278 142 152 73 43 |11/2 50| 1899 953 1052 409 165
ncond = 4 necond = 5
LH Al A2 A3 Ad| w Y LH Al A2 A3 A4
479 321 282 92 751 0 2 809 541 529 158 77
621 415 396 125 85| 0 5 697 466 529 137 82
623 416 429 125 88| 0 10 580 388 440 116 70
524 350 377 104 74| O 50 506 338 364 104 69
734 469 414 128 70| 1/8 2| 1732 1104 1018 290 141
1136 724 672 200 97 |[1/8 5| 2255 1437 1466 386 141
1362 868 854 239 101 |1/8 10| 2069 1318 1546 362 126
1298 828 932 236 105 |1/8 50| 1299 828 1008 236 94
1068 643 586 188 76 |1/4 2| 3020 1815 1684 509 151
1834 1102 1036 311 120|1/4 5| 5015 3012 2920 833 175
2485 1493 1452 425 173 |1/4 10| 6430 3862 3972 1058 247
3261 1959 2122 557 197 | 1/4 50 | 5404 3245 4288 899 203
2357 1183 1246 535 171 |1/2 2| 8700 4357 4622 1858 429
4352 2181 2354 937 253 | 1/2 5| 16715 8367 9074 3415 546
6352 3182 3488 1312 379 | 1/2 10 | 25653 12839 14178 5071 775
10769 5391 6128 2119 360 | 1/2 50 | 49765 24902 29210 9349 800

Table 2. Numerical comparisons of five projection algorithms
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4, w € {0, 1/8} and ncond = 5, w € {0, 1/8, 1/4}, the required iterations for
¥ = 50 are generally less than those for ¥y = 10. It seems to us that for each
case of ncond and w, the problem becomes eventually more difficult as a gets
farther away from the ellipsoid and then eventually easier after a exceeds some
distance.

Regarding efficiency of five projection algorithms. It is evident that the
Lin-Han is the worst and Algorithm 4 is the best. Further, we see that the
gain achieved by Algorithm 4 is bigger as the problem becomes more difficult.
In the most difficult case that ncond = 5, w = 1/2 and ¥ = 50, the iteration
number required by Algorithm 4 is only about one sixty-third of the number
by the Lin-Han algorithm. In other words, Algorithm 4 is less influenced by
the difficulty of the problem. Algorithm 3 is the second best among the five
algorithms. Comparing Algorithm 1 and Algorithm 2, we see that in easy
cases, Algorithm 2 is better than Algorithm 1, whereas Algorithm 1 requires
fewer iterations than Algorithm 2 in difficult cases.

9. Discussion

In this paper we have proposed several new algorithms for projection on
a general ellipsoid by considering the 2-dimensional reduced ellipsoid at each
iteration. To avoid the direct estimation of the spectral radius p(A) in the
Lin-Han algorithm, we provided the maximal 2-dimensional inside ball algo-
rithm (Algorithm 1) and the sequential 2-dimensional projection algorithm
(Algorithm 2). However, we found that the solution procedure of Algorithm 1
tends to some 2-dimensional reduced ellipsoid. For Algorithm 2, the iterations
tend to two 2-dimensional reduced ellipsoids alternately. Therefore we inves-
tigated the hybrid use of the two algorithms and proposed the simple hybrid
projection algorithm (Algorithm 3) and the general hybrid projection algo-
rithm (Algorithm 4). Our numerical experiments show that Algorithms 1-4,
even Algorithm 4, are much faster than the Lin-Han algorithm even when the
spectral radius p(A) is exactly known. To further improve Algorithm 4, we feel
that one possible approach is to impose some conjugacy on the 2-dimensional
reduced ellipsoids {&;}.

One disadvantage of the algorithms of this paper is that they require a
feasible point of the ellipsoid £. Assume that a feasible point, x; say, has
been found. Then one can choose the intersection of £ and the line segment
L(a,xy) as an initial point. If the right-hand-side term b = 0, a feasible point
can be easily found in €. However, this is not always the case with nonzero
b. In this case, to find a feasible point of £ and use the algorithms, one may
need to reduce the function ¢(x) from some infeasible point with the help of
some minimization algorithm. Therefore it may be interesting to find some
infeasible projection algorithms in which a feasible point is not necessary.
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It is obvious that the maximal 2-dimensional inside ball algorithm can be
extended to the problem of calculating the distance between two ellipsoids
considered in Lin and Han [10],

min [|x—y[|
st. xe& yek.

Hence the similar disadvantage of estimating the spectral radius of some ellip-
soid in their algorithm can be avoided. Some kind of extension of the sequential
2-dimensional ellipsoid projection algorithm to such problem is also possible.
For example, assuming that x;, € £ and y;, € € has been obtained at the k-th
iteration, we can construct a maximal 2-dimensional inside ball of £ at x;.
Denote the center of this ball to be ¢,. Then we can take y,41 € € to be the
projection of ¢, on € and then let x4 = Q(E) N L(cy, Yrs1). Therefore faster
algorithms for the above problem should also be able to be obtained. Never-
theless, it still remains to study how to design the most efficient algorithms.
In addition, it may be also interesting to investigate how to extend the idea
of the algorithms proposed in this paper to solve the projection problem on a
general convex set. More recent work on this aspect can be seen in Lin [8] and
Lin and Han [11].

Acknowledgements. The author is very grateful to Professor Roger Fletcher
for many useful discussions with him and for his kindness while the author was
visiting University of Dundee. Many thanks are also due to the two anonymous
referees, whose comments and suggestions improve the quality of this paper
greately.

References

[1] E. G. Birgin, J. M. Martinez, and M. Raydan, Nonmonotone spectral pro-
jected gradient methods on convex sets, SIAM Journal on Optimization,
10 (2000), pp. 1196-1211.

[2] Y. H. Dai and R. Fletcher, New Algorithms for Singly Linearly Con-
strained Quadratic Programs Subject to Lower and Upper Bounds, Nu-

merical Analysis Report NA /216, Department of Mathematics, University
of Dundee, 2003.

3] Y. H. Dai and Y. Yuan, Alternate minimization gradient method, IMA
Journal of Numerical Analysis, 23 (2003), pp. 377-393.

[4] R. L. Dykstra, An algorithm for restricted least-squares regression, Jour-
nal of the American Statistical Association, 78 (1983), pp. 837-842.

25



[5]

R. Fletcher, Practical Methods of Optimization, 2nd ed., Wiley, New York,
1991.

S. J. Grotzinger and C. Witzgall, Projections onto order simplexes, Ap-
plied Mathematics and Optimization, 12 (1984), pp. 247-270.

S.-P. Han and G. Lou, A parallel algorithm for a class of convex programs,
SIAM Journal on Control and Optimization, 26 (1988), pp. 345-355.

A. Lin, A class of methods for projection on a convex set, Advanced Mod-
eling and Optimization, 5:3 (2003), pp. 211-221.

A. Lin and S.-P. Han, Projection on an ellipsoid, Research report, De-
partment of Mathematical Sciences, The Johns Hopkins University, 2001.

A. Lin and S.-P. Han, On the distance between two ellipsoids, STIAM
Journal on Optimization, 13 (2002), pp. 298-308.

A. Lin and S.-P. Han, A class of methods for projection on the intersection
of several ellipsoids, SIAM Journal on Optimization, 15 (2005) pp. 129-
138.

P. M. Pardalos and N. Kovoor, An algorithm for a singly constrained class
of quadratic programs subject to upper and lower bounds, Mathematical
Programming, 46 (1990), pp. 321-328.

26



