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Abstract. In [20], a charge-conservative finite element method is proposed for solving inductionless and incom-
pressible magnetohydrodynamic (MHD) equations. The purpose of this paper is to propose a robust solver for the
discrete problem. Using the framework of field-of-values-equivalence, we first study the preconditioned Krylov space
method for the continuous problem in the setting of Hilbert spaces. The algebraic preconditioner for the discrete
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1. Introduction. The incompressible MHD equations describe the dynamic behavior of an
electrically conducting fluid under the influence of a magnetic field. They occur in models for,
fusion reactor blankets, liquid metal magnetic pumps, aluminum electrolysis among others (see
Refs. [1, 25]). In the first part of this study [20], we proposed a charge-conservative finite element
method for solving the inductionless MHD model in a dimensionless form

∂tu+ u · ∇u− 1

Re
∆u+∇p− κJ ×B = f in Ω, (1.1a)

J +∇φ− u×B = 0 in Ω, (1.1b)

divu = 0, divJ = 0 in Ω, (1.1c)

u(0) = u0 in Ω, (1.1d)

u = g on Γd, (1.1e)

1

Re

∂u

∂n
− pn = 0 on Γn = Γ\Γ̄d, (1.1f)

J · n = 0 on Γi, (1.1g)

φ = ξ on Γc = Γ\Γ̄i, (1.1h)

where Ω is a bounded domain with Lipschitz-continuous boundary Γ = ∂Ω, n the unit outer normal
to Ω, f the external force, Re the Reynolds number, and κ the coupling number between the fluid
and the electric current density. Let L, t0, B0, u0 = L/t0 be the characteristic quantities of length,
time, magnetic induction, and fluid velocity of the system respectively. The Reynolds number and
the coupling number are given by Re = ρLu0/ν and κ = σLB2

0/(ρu0) (see [20]). The initial condition
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u0 ∈ H1(Ω) satisfies divu0 = 0. The unknowns are the velocity u, the pressure p, the current
density J , and the electric scalar potential φ. Here ∂tu denotes the partial derivative of u with
respect to t. For inductionless MHD equations, the magnetic induction B can be computed from
J by means of the Biot-Savart law. However, since the paper is focused on efficient preconditioner
for solving linearized discrete problems, we assume B is given without loss of generality.

Generally, Γn denotes the outflow boundary and Γd denotes the inflow boundary where the
velocity is specified. Particularly, the subset Γd ∩ {g = 0} stands for fixed wall boundary or no-slip

boundary. Here we assume Γd 6= ∅ and g ∈H1/2(Γd). Since divu = 0, the compatibility of u with
the boundary condition requires

g ∈
{
γv|Γd

: v ∈H1(Ω) ∩H(div 0,Ω)
}
,

where γ: H1(Ω)→H1/2(Γ) denotes the trace operator. Moreover, Γi denotes insulating boundary
and Γc denotes conductive boundary where ξ ∈ H1/2(Γc).

The inductionless MHD problem is the coupled system of four unknown functions (u, p,J , φ).
The total number of degrees of freedom (DOFs) could be larger than 108 for large Reynolds number
or large coupling number on fine meshes. It is very challenging to solve such a large, indefinite, and
nonlinear system. The study for efficient and robust preconditioners is an important research area. In
2014, Badia et al studied stabilized finite element method for (1.1). They proposed block recursive
preconditioners for solving the discrete MHD problem [2]. Their preconditioners are efficient for
relatively high Hartmann number. Since interior penalties are used, the discrete scheme is no longer
charge-conservative, namely, divJh 6= 0.

For fully-coupled AMG (algebraic multigrid) and approximate block factorization precondi-
tioners, we refer to the systematic study by Shadid and his collaborators in a series of papers for
finite element approximations of various MHD models [7, 33–36]. Utilizing block factorization of
the stiffness matrix and proper approximation of the resulting Schur complement, they developed
a robust and scalable preconditioners for Newton-Krylov solver. Numerical experiments show that
their solvers also work well for stationary MHD problems (cf. e.g. [36]). In [39], Wathen, Greif, and
Schötzau discretized the magnetic field of stationary MHD problem with edge elements and pro-
posed a block preconditioner for solving the linearized discrete problem. Their preconditioner utilizes
the combinations of effective solvers for the mixed Maxwell and the Navier-Stokes sub-problems.
They also performed spectral analysis for the “ideal preconditioner” which uses the exact Schur
complement. Practically feasible preconditioners are designed by proper simplifications of the Schur
complement. Moreover, we refer to [32] for additive Schwarz methods for time-dependent resistive
hall MHD problem.

Another important class of preconditioners are developed from Krylov space methods in the
setting of Hilbert spaces. The main idea is that, once a proper preconditioner is obtained for
the continuous problem and if the discretization of the continuous problem is stable, a robust
preconditioner can be designed for the discrete problem by preserving the basic structure of the
continuous preconditioner [24]. Two types of preconditioners are developed from this perspective
and are called norm-equivalent preconditioner and field-of-values- (FOV-) equivalent preconditioner
respectively. The FOV of a matrix A is defined by W (A) := {v∗Av : ‖v‖ = 1}. It is a useful tool
for proving the convergence of iterative solvers for systems of algebraic equations (see Loghin and
Wathen [22]). A right preconditioner P of A is said to be FOV-equivalent if W (AP) is bounded from
below and above by two positive constants Cinf , Csup respectively and the ratio Cinf/Csup is uniform
to sensitive parameters of the problem. In [24], Mardal and Winther extend the norm-equivalence
and FOV-equivalence to linear operators on Hilbert spaces. They propose an abstract framework of
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preconditioned Krylov space methods. Following this framework, Ma et al proposed norm-equivalent
and FOV-equivalent preconditioners for structure-preserving finite element discretization of the full
MHD problem [23]. They also proved the robustness of preconditioners with respect to both physical
parameters and DOFs. The preconditioner for solving continuous problems can also be found in
Hiptmair [16] where it is called “operator preconditioning”.

In this paper, we follow the framework of FOV-equivalence in [22–24] to propose a precon-
ditioner for solving the charge-conservative finite element problem. We first propose a right pre-
conditioner Â−1 for solving the linearized continuous problem by virtue of LU factorization of the
operator matrix A of the MHD problem. Using the framework of FOV-equivalence, we prove the
convergence rate of the GMRES method for solving the preconditioned problem (AÂ−1)ζ = χ.
Moreover, we introduce a practically feasible preconditioner P by simplifying Â and prove the
convergence rate of GMRES method for solving (ÂP)` = ζ under properly defined Hilbert norms.
Based on these observations, we propose to precondition the original differential operator A directly
by P. In the discrete setting, let A and P be, respectively, the Galerkin matrices of operators A and
P. The preconditioner of A is therefore chosen as P. Here we would like to specify the differences
between this paper and the most relevant references [2, 23,39]:

• In [2], the authors studied the preconditioners for solving the discrete problem of stabilized
finite element method, while in this paper, we study a charge-conservative mixed finite element
method.

• In [23], the authors proposed norm-equivalent and FOV-equivalent preconditioners for solving
full MHD model. The linearized flow equations are of Stokes type and the matrix of differential
operators is self-adjoint and positive. In this paper, the linearized flow equations contain the
convection term and are of Navier-Stokes type.

• In [39], the authors proposed a block preconditioner for solving the full MHD problem and
performed spectral analysis for the ideal preconditioner with exact Schur complement. In this
paper, we proposed a preconditioner for solving inductionless MHD model which uses J as an
unknown instead of B. Moreover, the approximation between the ideal preconditioner and the
practical preconditioner with simplified Schur complement is also studied within the framework
of FOV-equivalence.

• We use augmented Lagrangian stabilization in the weak formulation. This helps us in analyzing
the approximation between the ideal preconditioner and the practical preconditioner.

We remark that finite element methods for the full MHD model are naturally charge-conservative,
since the discrete magnetic induction Bh is a primitive variable and the discrete current density is
given by Jh = curlBh (cf. [23, 38, 39] and the references therein). The inductionless MHD model
is also widely studied in the literature (cf. [2, 11, 27, 28]). Since Jh is a primitive variable in this
model, finite element method should be properly designed to insure the conservation of charges.

The paper is organized as follows: In Section 2, we present the mixed finite element method
for time-dependent MHD equations by using augmented Lagrangian stabilization. The discrete
problem is linearized with extrapolated solutions from previous time steps. In Section 3, we study
preconditioned GMRES method for solving the continuous MHD problem in the setting of Hilbert
spaces. Convergence rate is also proven by using the framework of FOV-equivalence. In Section
4, the algebraic preconditioner is designed by representing the continuous preconditioner in finite
element spaces while keeping its block structure. In Section 5, we present three numerical examples
for both stationary and time-dependent problems to demonstrate the competitive performance of
the solver. In Section 6, we conclude the main result of the paper. To make the paper focused on
designing robust preconditioner, we postpone all proofs to the appendices. Throughout the paper,
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let vector-valued quantities be denoted by boldface notations, such as L2(Ω) := (L2(Ω))3, and let
〈·, ·〉 denote the generic duality between a Sobolev space and its dual space.

2. A charge-conservative finite element method. First we introduce some sobolev spaces.
Let L2(Ω) be the space of square-integrable functions with the inner product and norm

(u, v) :=

∫
Ω

uv, ‖u‖L2(Ω) := (u, u)1/2.

Let H1(Ω) (H(div,Ω)) denote the subspace of L2(Ω) (resp. L2(Ω)) whose functions have square-
integrable gradients (resp. divergences). Let H1

0 (Ω), H0(div,Ω) denote their subspaces which have,
respectively, vanishing traces and vanishing normal traces on Γ := ∂Ω. We refer to [13, page 26] for
their definitions and inner products. The subspaces of divergence-free functions are denoted by

H(div 0,Ω) := {v ∈H(div,Ω) : div v = 0}, H0(div 0,Ω) := H(div 0,Ω) ∩H0(div,Ω).

2.1. Semi-discrete weak formulation. We follow [20] to introduce the finite element ap-
proximation of (1.1). For convenience, let the function spaces be denoted, for velocity, by

V = H1(Ω), V d = {v ∈ V : v = 0 on Γd} ,

for pressure, by

Q = L2(Ω) if Γn 6= ∅; Q = L2
0(Ω) if Γn = ∅,

for current density, by

D = H(div,Ω), Di = {v ∈D : v · n = 0 on Γi} ,

and for electric scalar potential, by

S = L2(Ω) if Γc 6= ∅; S = L2
0(Ω) if Γc = ∅.

Let {tn = nτ : n = 0, 1, · · · , N}, τ = T/N , be an equidistant partition of [0, T ]. For a sequence
{un}, define the finite difference, the mean value, and the extrapolation of un by

δtun :=
1

τ
(un − un−1) , ūn :=

1

2
(un + un−1) , u∗n :=

1

2
(3un−1 − un−2) .

Moreover, u∗n := un for n = 1. The time averages of given functions are defined by

gn =
1

τ

∫ tn+1/2

tn−1/2

g(t)dt, Ψn =
1

τ

∫ tn

tn−1

Ψ(t)dt, Ψ = B, f , ξ. (2.1)

From the analysis in [20], Ψn and gn are second-order approximations to Ψ(tn−1/2) and g(tn)
respectively if they are C2-smooth in time.

A semi-discrete weak formulation of (1.1) reads: Find (un, pn,Jn, φn) ∈ V ×Q×Di×S, n > 0,
such that γun = gn on Γd and

(δtun,v) + O(u∗n; ūn,v) + AAL(ūn,v)− (pn,div v) = (fn + κJn ×Bn,v) ∀v ∈ V d, (2.2a)

(Jn,d)− (φn,divd) + (Bn × ūn,d) = 〈γnd, ξn〉Γc
∀d ∈Di, (2.2b)

(q,div ūn) = 0 ∀ q ∈ Q, (2.2c)

(ϕ,divJn) = 0 ∀ϕ ∈ S, (2.2d)
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where the bilinear form AAL and the trilinear form O are defined as follows:

AAL(w,v) :=
1

Re
(∇w,∇v) + α(divw,div v),

O(w;u,v) :=
1

2

[
(w · ∇u,v)− (w · ∇v,u) +

∫
Γn

(γ↓nw)(u · v)

]
,

In AAL, the term α(divw,div v) stands for augmented Lagrangian (AL) stabilization and α > 0 is
the AL-stabilization parameter. Since the exact solution satisfies divu = 0, it is easy to see

AAL(u,v) =
1

Re
(∇u,∇v) ∀v ∈ V d.

Moreover, γ↓nw := max(w · n, 0) stands for the outflow flux on the fixed boundary Γn.

2.2. Fully-discrete finite element scheme. Let Th be a quasi-uniform and shape-regular
tetrahedral mesh of Ω with mesh size h = max

K∈Th
hK . For any integer k ≥ 0, let Pk(K) be the space

of polynomials of degree k and define P k(K) = Pk(K)3. The finite element subspaces are defined
respectively as follows

V h := {v ∈ V : v|K ∈ P 2(K), ∀K ∈ Th} ,
Qh := {q ∈ Q : q|K ∈ P1(K), ∀K ∈ Th} ∩H1(Ω),

Dh := {d ∈D : d|K ∈ P 1(K), ∀K ∈ Th} ,
Sh := {s ∈ S : s|K ∈ P0(K), ∀K ∈ Th} .

The subspaces with homogeneous boundary conditions on Γd or Γi are denoted by

V h
d = V d ∩ V h, Dh

i = Di ∩Dh.

Let uh0 ∈ V
h, ghn ∈ γV h be finite element approximations of u0 and gn respectively. Fol-

lowing [20], we propose an extrapolated finite element approximation to (2.2) as follows: Find(
uhn, p

h
n,J

h
n, φ

h
n

)
∈ V h ×Qh ×Dh

i × Sh such that γuhn = ghn on Γd and

(δtu
h
n,v) + O(uh,∗n ; ūhn,v) + AAL(ūhn,v)− (phn,div v) = (fn + κJhn ×Bn,v) ∀v ∈ V h

d, (2.3a)

(Jhn,d)− (φhn,divd) + (Bn × ūhn,d) = 〈γnd, ξhn〉Γc ∀d ∈Dh
i , (2.3b)

(q,div ūhn) = 0 ∀ q ∈ Qh, (2.3c)

(ϕ,divJhn) = 0 ∀ϕ ∈ Sh, (2.3d)

where ūhn := (uhn+uhn−1)/2 and uh,∗n := (3uhn−1−uhn−2)/2. We use uh,∗1 = uh1 for n = 1 in (2.3a) and
solve a nonlinear problem. For n > 1, a linear system of equations results from this approximation.

3. Preconditioned Krylov space method for linearized semi-discrete problem. Now
we are in the position of studying the preconditioner for solving the discrete problem (2.3). As
remarked previously, finite element methods for full resistive MHD model are charge-conservative
naturally since Jh = curlBh is divergence-free. Here we mention two classes of efficient precondi-
tioners for finite element discretizations of full MHD model. The first class is based on the coupling
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of AMG and approximate block factorizations (cf. [7,33,34,39]). The second class is based on Krylov
space methods for solving continuous problems in Hilbert spaces. With this perspective, Mardal and
Winther present a framework of norm-equivalent and FOV-equivalent preconditioners for solving
systems of partial differential equations in [24]. Following this framework, Ma et al developed robust
norm-equivalent and FOV-equivalent preconditioners for full MHD model [23].

We are going to follow [22–24] to study FOV-equivalent preconditioner for solving (2.3). We also
use ideas from block factorizations [7,33,34,39]. The starting point is to study the linearized semi-
discrete problem (2.2) in the setting of Hilbert spaces. For simplicity, we only consider Γd = Γi = Γ.
This yields

V d = V 0 := H1
0(Ω), Di = D0 := H0(div,Ω), Q = S = L2

0(Ω).

Let Iu, Ip, IJ , Iφ be the identity operators on V , Q, D, and S respectively. To prove the robustness
of preconditioners, we assume throughout this section that

u∗n ∈ V 0 ∩H(div 0) ∩L∞(Ω), Bn ∈ L∞(Ω).

3.1. Operator equation. First we rewrite (2.2) into an operator equation. Define the lin-
earized convection-diffusion operator Fu: V → V ′0 as follows

〈Fu(v),w〉 = 2τ−1(v,w) + O(u∗n;v,w) + AAL(v,w) ∀v ∈ V , w ∈ V 0.

By integration by part, it can be represented by an explicit form

Fu := 2τ−1Iu + u∗n · ∇ −R−1
e ∆− α∇div . (3.1)

Moreover, let K: V →D′0 be the multiplying operator which satisfies

K(v) = Bn × v ∀v ∈ V . (3.2)

Let wn ∈ V be the lifting of the boundary condition gn such that γwn = gn on Γ and define
ûn = ūn −wn ∈ V 0. Using (3.1)–(3.2), we can write (2.2) into an equivalent operator form

κIJ κ∇ κK 0
−κdiv 0 0 0
−κK∗ 0 Fu ∇

0 0 −div 0



Jn
φn
ûn
pn

 =


0
0
fu
0

 , (3.3)

where K∗ is the dual operator of K and fu ∈ V ′0 is defined by

〈fu,v〉 =
(
fn + 2τ−1un−1,v

)
+ 〈Fuwn,v〉 ∀v ∈ V 0.

Write X = D0 × S × V 0 ×Q. The coefficient matrix of (3.3) provides a linear operator

A =


κIJ κ∇ κK 0
−κdiv 0 0 0
−κK∗ 0 Fu ∇

0 0 − div 0

 : X → X ′.
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3.2. Block preconditioners based on LU factorization. For convenience, we introduce
some notations for linear operators. Define DJ := IJ −∇ div. It is easy to see that DJ : D0 → D′0
is a self-adjoint, continuous, and positive operator. For any v,w ∈H0(div,Ω),

〈DJv,w〉 = (v,w) + (div v,divw)

provides a coercive bilinear form on H0(div,Ω). The Lax-Milgram lemma shows that D−1
J : D′0 →

D0 exists and is a bounded operator. Define

Îφ = −divD−1
J ∇, ÎJ = D−1

J + (D−1
J ∇)Î−1

φ (divD−1
J ),

Fκ = Fu + κK∗ÎJK, F1 := 2τ−1Iu −R−1
e ∆− α∇ div +κK∗ÎJK.

(3.4)

Clearly Îφ: S → S, ÎJ : D′0 →D0, and Fκ, F1: V 0 → V ′0 are linear mappings. Moreover, we define

Lp := α1Ip − 2τ−1∆−1
p , α1 := α+R−1

e , (3.5)

where ∆p: H
1(Ω)/R→ (H1(Ω)/R)′ is the pressure Laplacian operator satisfying

〈∆pξ, η〉 = −(∇ξ,∇η) ∀ ξ, η ∈ H1(Ω)/R.

By Friedrichs inequality, ∆p is continuous and invertible.
Now we consider the factorizations of A. It is easy to see A = E1A1 where

E1 =


IJ −∇ 0 0
0 Iφ 0 0
0 0 Iu 0
0 0 0 Ip

 , A1 =


κDJ κ∇ κK 0
−κdiv 0 0 0
−κK∗ 0 Fu ∇

0 0 −div 0

 .

With the notations in (3.4) and (3.5), A1 can be further factorized into A1 = E2A2 where

A2 =


κDJ κ∇ κK 0

0 −κÎφ κdivD−1
J K 0

0 0 Fκ ∇
0 0 0 divF−1

κ ∇

 ,

E2 =


IJ 0 0 0

−divD−1
J Iφ 0 0

−K∗D−1
J −K∗D−1

J ∇Î
−1
φ Iu 0

0 0 − divF−1
κ Ip

 .

This shows AÂ−1 = E1E2E−1
1 where

Â := E1A2 =


κDJ κ∇(Iφ + Îφ) (2IJ −D−1

J )κK 0

0 −κÎφ κdivD−1
J K 0

0 0 Fκ ∇
0 0 0 divF−1

κ ∇

 . (3.6)

Since E1E2E−1
1 only has unit eigenvalues, this inspires us to use Â as a right preconditioner of A.
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Since Â is complicated, we need to approximate its entries by simple operators. Let Cp ≥ 1 be
the Poincaré constant which satisfies, for all 2 ≤ r ≤ 6 and all v ∈ H1(Ω)/R,

‖v‖Lr(Ω) ≤ Cp|v|H1(Ω). (3.7)

By Lemma A.1, Îφ is self-adjoint and positive on S and satisfies(
1 + C2

p

)−1
(ξ, ξ) ≤

(
Îφξ, ξ

)
≤ (ξ, ξ) ∀ ξ ∈ S.

From [24], Îφ is spectrally equivalent to the identity operator Iφ on S. This inspires us to approxi-

mate Îφ by Iφ. Furthermore, the commutator argument implies that divF−1
κ ∇ can be approximated

by −L−1
p (cf. e.g. [9,14]). The theoretical justification for this approximation is given in Lemma A.4

when the stabilization parameter α is large enough and the time step size τ is small enough.
Now for solving the semi-discrete problem (2.2), we choose the preconditioner of Â as follows

P =


κDJ 2κ∇ 2κK 0

0 −κIφ 0 0
0 0 Fκ ∇
0 0 0 −L−1

p


−1

. (3.8)

It suffices to study the GMRES method for solving the operator equation, for given χ ∈X ′,

(AP)` = χ . (3.9)

Actually, (3.9) can be written equivalently into the system of equations

(AÂ−1)ζ = χ , (ÂP)` = ζ . (3.10)

It is difficult to prove the convergence rate of the GMRES method for solving (3.9). Instead, we are
going to study the convergence rates of GMRES methods for solving both equations in (3.10).

Remark 3.1. By Lemma A.2, the operator κK∗ÎJK appearing in Fκ is self-adjoint and positive.
It describes the braking of an external magnetic field for the conducting fluid. A similar term, βK∗K
for some β > 0, also appears in preconditioners for full resistive MHD model (cf. e.g. [21, 39]).
Therefore, the inductionles MHD model represents the essential coupling of the magnetic field to
the force in the fluid. However, the analysis for the inductionless MHD model is easier than that
for the full MHD model since the external field B can be a regular function.

3.3. Convergence rates of GMRES methods for solving (3.10). We use the abstract
framework of FOV-equivalence to prove the convergence rates of GMRES methods for solving (3.10)
(see [22–24]). For any Hilbert space X, let L: X → X ′ be a self-adjoint and positive operator. We
define an inner product and its induced norm on X as follows

(x, y)L = 〈L(x), y〉, ‖|x|‖L :=
√

(x, x)L , ∀x, y ∈ X. (3.11)

Let λ := 1 + 24κRe(1 + C2
p)2 ‖Bn‖2L∞(Ω) be a parameter-dependent constant and define

H0 = diag
(
κDJ , κÎφ, λF1, λIp

)
, H = E1H0E∗1 . (3.12)
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Let ζm be the approximate solution from the mth iteration of GMRES method for solving the first
equation of (3.10). Using the framework in [23, Section 4.2], we get the convergence rate∥∥∥∣∣∣AÂ−1(ζ − ζm)

∣∣∣∥∥∥
H−1

≤
√

1− C2
inf/C

2
sup

∥∥∥∣∣∣AÂ−1(ζ − ζm−1)
∣∣∣∥∥∥
H−1

, (3.13)

where Cinf , Csup are positive constants such that

inf
ξ∈X′
ξ 6=0

(ξ, (AÂ−1)ξ)H−1

‖|ξ|‖2H−1

≥ Cinf , sup
ξ∈X′
ξ 6=0

∥∥∥∣∣∣(AÂ−1)ξ
∣∣∣∥∥∥
H−1

‖|ξ|‖H−1

≤ Csup. (3.14)

The estimates for Cinf and Csup will be given in the following theorem.

Theorem 3.2. Suppose the stabilization parameter in (3.1) satisfies α ≥ 1. Then (3.14) holds
with Cinf = 1/4 and Csup = 2 + C2

p .

Proof. The proof is provided in Appendix B.

Let `m be the approximate solution from the mth iteration of GMRES method for solving the
second equation of (3.10). Define

Ĥ = diag
(
4κλC2

pDJ , κλIφ, F1, L−1
p

)
.

Similarly we have the convergence rate∥∥∥∣∣∣ÂP(`− `m)
∣∣∣∥∥∥
Ĥ−1
≤
√

1− Ĉ2
inf/Ĉ

2
sup

∥∥∥∣∣∣ÂP(`− `m−1)
∣∣∣∥∥∥
Ĥ−1

, (3.15)

where Ĉinf and Ĉsup are constants satisfing

inf
ξ∈X′
ξ 6=0

(ξ, (ÂP)ξ)Ĥ−1

‖|ξ|‖2Ĥ−1

≥ Ĉinf , sup
ξ∈X′
ξ 6=0

∥∥∥∣∣∣(ÂP)ξ
∣∣∣∥∥∥
Ĥ−1

‖|ξ|‖Ĥ−1

≤ Ĉsup. (3.16)

Theorem 3.3. Define M := C
1/2
p Re

(
‖u∗n‖L∞(Ω) + κCp ‖Bn‖2L∞(Ω)

)
and let α ≥ 1. Assume

τ+α−1
1 ≤ 8M−2 for time-dependent problem or α1 ≥M2 for stationary problem. Then (3.16) holds

with Ĉinf = 1/(4 + 4C2
p) and Ĉsup = 3.

Proof. The proof is provided in Appendix C.

Remark 3.4. We point out that the convergence in both (3.13) and (3.15) is not uniform with
respect to the coupling number κ. In fact, since the two operators H0 and Ĥ depend on κ, the norms
‖|·|‖H−1 and ‖|·|‖Ĥ−1 also depend on κ. Therefore, the performance of using P to precondition A
may be influenced by the variance of κ. We will show this statement numerically by Example 5.1
and Example 5.3.

Remark 3.5. The assumptions for α and τ in Theorem 3.3 are not necessary in practical
computations. Our numerical experiments show that the preconditioner works well for α = 1 and
moderate τ .
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4. Algebraic preconditioner for the discrete problem. The purpose of this section is
to propose a preconditioner for solving the linearized discrete problem (2.3) in each time step.
The main idea is that, once a proper preconditioner is obtained for the continuous problem and
if the discretization of the continuous problem is stable, a robust preconditioner can be designed
for the discrete problem by preserving the basic structure of the continuous preconditioner [23,24].
To employ the continuous preconditioner in the previous section, we only consider the case of
Γc = Γn = ∅ here. The preconditioner will be used directly to the cases of Γc 6= ∅ or Γn 6= ∅ in
numerical computations.

The linear problem (2.3) can be written equivalently into an algebraic form

Ax = b, (4.1)

where A is the stiffness matrix, x is the vector of DOFs, and b is the load vector. In block forms,
they can be written as follows

A =


κMJ κG> κK> 0
κG 0 0 0
−κK 0 Fu B>

0 0 B 0

 , x =


xJ
xφ
xu
xp

 , b =


bJ
bφ
bu
bp

 . (4.2)

Here xJ ,xu,xφ,xp are vectors of DOFs belonging to Jn, ūn, φn, pn respectively and bJ ,bu,bφ,bp
are the corresponding load vectors. The sub-matrices MJ , G, Fu, B, K are Galerkin matrices for
the electric current term, the electric potential term, the fluid terms, the pressure term, and the
coupling between ūn and Jn, namely,

MJ ↔ (d,d′), G ↔ −(divd, ϕ), K ↔ (d,Bn × v′),

Fu ↔
2

τ
(v,v′) + O(u∗n;v,v′) + AAL(v,v′), B ↔ −(div v, q),

for all d,d′ ∈D0 ∩Dh, v,v′ ∈ V 0 ∩ V h, ϕ ∈ Sh, and q ∈ Qh.
By (3.9), the direct preconditioner of A is the algebraic representation of P. However, in view

of (3.4), the term κK∗ÎJK makes the computation of Fκ complicated. To save computations, we
replace κK∗ÎJK with κK∗K in Fκ and define matrix Fκ by the bilinear form 〈Fuv,v′〉+κ(Kv,Kv′),
namely,

Fκ ↔
2

τ
(v,v′) + O(u∗n;v,v′) + AAL(v,v′) + κ(Kv,Kv′) ∀v,v′ ∈ V 0 ∩ V h.

This is reasonable. By Lemma A.2, ÎJ is self-adjoint and positive and is bounded by the identity
operator IJ , namely, ∥∥∥ÎJd∥∥∥2

H(div,Ω)
=
(
d, ÎJd

)
≤ ‖d‖2L2(Ω) .

Therefore, the right preconditioner for A is given by

P =


κDJ 2κG> 2κK> 0

0 −κMφ 0 0
0 0 Fκ B>
0 0 0 −L−1

p


−1

, (4.3)
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where the sub-matrices of P−1 are defined by

DJ ↔ (d,d′) + (divd,divd′), Mφ ↔ (ϕ,ϕ′),

Lp ↔ α1M−1
p +

2

τ
S−1
p , Mp ↔ (q, q′), Sp ↔ (∇q,∇q′),

for all d,d′ ∈D0 ∩Dh, ϕ,ϕ′ ∈ Sh, and q, q′ ∈ Qh.
The preconditioning step needs to solve a system of algebraic equations

Py = r. (4.4)

We present the algorithm for solving an approximate solution of (4.4). Write y = (yJ ,yφ,yu,yp)
>

and r = (rJ , rφ, ru, rp)
>.

Algorithm 4.1.

1. Compute yp = −Lprp = −α1ξ − η where ξ, η are solved in two steps [14]:

• solve Mpξ = rp by 10 iterations of CG solver with diagonal preconditioner,

• solve Spη = rp by 2 iterations of algebraic multigrid solver (see [15]).

2. Solve Mφyφ = −rφ by 10 iterations of CG solver with diagonal preconditioner.

3. Solve Fκyu = ru − B>yp by GMRES solver with additive Schwarz preconditioner. The tolerance
for relative residuals is set by 10−3.

4. Solve DJyJ = rJ − 2G>yφ − 2K>yu by 5 CG iterations with the HX preconditioner [17].

In step 3 of Algorithm 4.1, each sub-domain problem of the additive Schwarz method is solved
by the MUMPS solver [26]. We also recommend to use ILU solvers for sub-domain problems [33, Sec-
tion 5]. For stationary fluid problem with large Reynolds number, it is known that Newton’s method
converges faster than Picard’s method (cf. [21]). However, by Newton’s method, the linearized prob-
lem becomes more complicated and it is difficult to prove the convergence rate of the preconditioned
GMRES method. In [21], the authors studied the stationary problem of full MHD equations and
obtained a robust preconditioner for Newton’s method. They replace the linearized terms of Pi-
card’s method simply with those of Newton’s method in preconditioning. We only consider Picard’s
method in this section. The results can be extended to Newton’s method similarly as done in [21].

Remark 4.2. For enclosed flow where Γn = ∅, assembling Sp does not need Dirichlet boundary
condition of p. However, for outflow boundary where Γn 6= ∅ and the pressure is undetermined, Sp
should be assembled on the subspace

{
qh ∈ Qh : qh = 0 on Γn

}
.

5. Numerical results. In this section, we report three numerical experiments to show the
quasi-optimality of the solver with respect to the number of DOFs. The finite element method and
the discrete solver are implemented on the adaptive finite element package “Parallel Hierarchical
Grid” (PHG) [40]. The objectives of these experiments are as follows:
• Example 5.1 shows the quasi-optimality of the stationary solver by computing a driven cavity

flow with J · n = 0 on Γ.

• Example 5.2 shows the quasi-optimality of the stationary solver by computing the driven cavity
flow with φ = 0 on Γ. We also investigate the sensitivity of the solver to the AL-stabilization
parameter α and to the Reynolds number.
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• Example 5.3 investigates the performance of time-dependent MHD solver by computing a pipe
flow, namely, Γn 6= ∅.

Throughout this section, we use Picard’s method to solve stationary MHD problems and use the
linearized finite element scheme (2.3) to solve time-dependent MHD problems.

Given the approximate solution x(k) at the kth step, the residual of (4.1) is defined by r(k) =
b− Ax(k). The restart of the GMRES solver is set to 5. The iterations stop whenever the relative
residual is less than a given tolerance ε, namely,∥∥∥r(k)

∥∥∥ < ε
∥∥∥r(0)

∥∥∥ . (5.1)

Throughout this section, we set the AL-stabilization parameter by α = 1 except for those examples
which test the sensitivity of the solver to α.

example 5.1 (Stationary problem with insulating wall). This example tests the efficiency of
preconditioner for solving stationary problem. The cavity region is Ω = (0, 1)3 and the external force
is set to f = 0. The applied magnetic field is B = (0, 0, 1)>. The boundary condition for velocity
reads u = (v, 0, 0)> on Γ where

v ∈ C1(Ω̄), v(x, y, 1) = 1, and v(x, y, z) = 0 ∀ z ∈ [0, 1− h].

The boundary condition for current density reads J · n = 0 on Γ.

Table 5.1
Meshes and number of DOFs. (Example 5.1)

Mesh h DOFs of (Jh, φh) DOFs of (uh, ph)
T1 0.217 22,656 15,468
T2 0.108 176,640 112,724
T3 0.054 1,394,688 859,812
T4 0.027 11,083,776 6,714,692

We set by Re = 10, 100, and 500 the Reynolds number, by κ = 10 and 103 the coupling number,
by 10−5 the relative tolerance for Picard’s iterations, and by ε = 10−8 the relative tolerance for
solving linear systems. The meshes are refined successively and uniformly such that the meshsize
of Tl is given by

hl =
√

3× 2−l−2, l = 1, 2, 3, 4.

The numbers of DOFs for all unknowns are listed in Table 5.1.

Table 5.2
Quasi-optimality of the discrete solver for κ = 10 : Ngmres (Npicard). (Example 5.1)

Grid Re = 10 Re = 100 Re = 500
T1 29 (3) 40 (6) 71 (10)
T2 30 (3) 42 (6) 77 (12)
T3 30 (3) 43 (6) 80 (12)
T4 30 (3) 43 (6) 82 (12)
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Table 5.3
Quasi-optimality of the discrete solver for κ = 103 : Ngmres (Npicard). (Example 5.1)

Grid Re = 10 Re = 100 Re = 500
T1 133 (3) 160 (3) 239 (3)
T2 133 (2) 178 (3) 251 (4)
T3 129 (2) 187 (3) 245 (5)
T4 128 (2) 192 (3) 248 (5)

Table 5.2 shows the number of Picard’s iterations (denoted by Npicard) and the average number
of GMRES iterations (denoted by Ngmres) for solving the linear system (4.1) with κ = 10. For fixed
Reynolds number Re, Ngmres is quasi-uniform with respect to h and implies the quasi-optimality
of the block preconditioner. When Re increases from 10 to 500, the number of GMRES iterations
also increases mildly.

Table 5.3 shows the values of Ngmres and Npicard for κ = 103. We find that the Ngmres for
κ = 103 is about 3–4 times the Ngmres for κ = 10. As stated in Remark 3.4, the performance of
the preconditioner can be influenced by κ. In view of (3.6) and (3.8), we have simply neglected the
(2, 3)–entry of Â, that is, κdivD−1

J K, to precondition Â with P. So the preconditioner does not
embody the strong coupling between fluid and current density sufficiently for large κ. Including
κdivD−1

J K in Algorithm 4.1 needs to solve a coupled problem for yφ and yJ in steps 2 and 4 and
is more time-consuming. When Re increases from 10 to 500, the number of GMRES iterations also
increases mildly. However, for fixed Re and κ, Ngmres is still quasi-uniform with respect to h and
implies the quasi-optimality of the block preconditioner.

example 5.2 (Stationary problem with conducting wall). This example investigates the robust-
ness of preconditioner to Reynolds number Re and the sensitivity to the AL-stabilization parameter
α. The setting is same to that of Example 5.1 except that B = (1, 0, 0)> and φ|Γ = 0 are used.

The tolerance for Picard’s method is set to 10−5 and the tolerance for the GMRES solver is set
to ε = 10−10. From Table 5.4, we find that the GMRES solver is robust to Re and quasi-optimal
to h. Particularly, for Re = 800 and κ = 1, although Picard’s method does not converge within 100
iterations due to strong convection, we can still obtain the quasi-optimality of the GMRES solver.

Table 5.4
Average Ngmres required for reducing relative residual below 10−10. Here “×” means no convergence within 100

Picard’s iterations. (Example 5.2)

Re Mesh κ = 1 κ = 10

100

T1 22 (10) 35 (6)
T2 23 (9) 37 (6)
T3 24 (8) 38 (5)
T4 24 (7) 39 (5)

200

T1 25 (16) 40 (7)
T2 25 (17) 42 (7)
T3 27 (16) 45 (6)
T4 28 (15) 45 (6)

Re Mesh κ = 1 κ = 10

400

T1 28 (32) 47 (8)
T2 29 (53) 50 (8)
T3 30 (58) 52 (8)
T4 29 (59) 52 (8)

800

T1 36 (×) 53 (10)
T2 39 (×) 58 (12)
T3 40 (×) 62 (12)
T4 40 (×) 63 (11)
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Next we investigate the sensitivity of GMRES solver to AL-stabilization parameter α. Here we
fix the Reynolds number Re = 400 and the coupling number κ = 10. Table 5.5 shows that the
discrete solver is robust and quasi-optimal for α ≥ 0.1.

Table 5.5
The sensitivity of the discrete solver to α (Re = 400, κ = 10). (Example 5.2)

Meshes α = 0 α = 0.01 α = 0.1 α = 0.5 α = 1 α = 10
T1 185 (12) 83 (9) 49 (8) 47 (8) 47 (8) 45 (8)
T2 202 (9) 85 (8) 53 (8) 50 (8) 50 (8) 50 (8)
T3 240 (8) 90 (8) 56 (8) 52 (8) 52 (8) 51 (8)

Now we show the streamlines of discrete solutions generated by a line segment source{
(0.5, 0.5, z)> : 0 ≤ z ≤ 1

}
.

Fig. 5.1 shows the streamlines of uh for κ = 1 and Re = 100, 200, 400 respectively. Fig. 5.2 shows
the streamlines of uh for κ = 10 and Re = 100, 200, 400 respectively. The streamlines of both uh
and Jh are depicted in Fig. 5.3 for κ = 10 and Re = 800. As the coupling number increases, the
fluid yields more large vertices and tends to be stratified.

Fig. 5.1. Streamlines of uh for κ = 1 and Re = 100, 200, 400 from left to right. (Example 5.2)

Fig. 5.2. Streamlines of uh for κ = 10 and Re = 100, 200, 400 from left to right. (Example 5.2)
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Fig. 5.3. Streamlines of Jh (left) and streamlines of uh (right) for κ = 10, Re = 800. (Example 5.2)

example 5.3 (Pipe flow). This example investigates the performance of the GMRES solver for
time-dependent MHD problem by computing a pipe flow with inflow and outflow boundaries. The
pipe occupies a cuboid Ω = (0, 1)× (0, 4)× (0, 1). On the outflow boundary, we impose

1

Re

∂u

∂n
= pn on Γout = Γn := {(x, 4, z) : 0 < x, z < 1} .

On inflow boundary and on fixed walls, Dirichlet boundary conditions are imposed

u = (0, g, 0)
>

on Γin := {(x, 0, z) : 0 < x, z < 1} ,
u = (0, 0, 0)

>
on Γwall := Γ\(Γin ∪ Γout),

where g = 10(1− e−5t)(x2 − x)(z2 − z). Insulating boundary condition is imposed

J · n = 0 on Γ.

Moreover, the applied magnetic field is given by B = (b, 0, 0)> with

b(y) =

{
0 if y < 1 or y > 3,

(y − 1)(3− y) if 1 ≤ y ≤ 3.

The relative tolerance for the GMRES solver is set to ε = 10−6. Let M1, · · · ,M4 be four
successively refined meshes whose mesh sizes are hj ≈ 0.433/j, j = 1, · · · , 4 (see Fig. 5.4 for M1).
The numbers of DOFs of discrete solutions are listed in Table 5.6. At tn = 1, the maximal material
velocity is given by umax ≈ ‖g(tn)‖L∞(Ω) ≈ 0.625. So the CFL for the material velocity requires

τ ≤ hju−1
max ≈ 1.6hj on Mj , j = 1, · · · , 4.

For inductionless MHD model is essentially parabolic, we only consider the characteristic time for
magnetic braking for the fluid. For κ = 103, this requires

τ ≤
(
κ ‖B(tn)‖2L∞(Ω)

)−1

≈ 1/9000 ≈ 1.1× 10−4.
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To test the robustness of the preconditioner, we only investigate the cases of τ = 0.1 and τ = 0.01
which are much larger than the two criterions for time steps. From Table 5.7, we find that the
discrete solver is not optimal when both κ and τ are large, say, κ = 103 and τ = 0.1. This also
happens in Example 5.1 for large κ and is mainly due to neglecting the (2, 3)–entry of Â in designing
the preconditioner. However, Table 5.8 shows that, if we reduce the timestep to τ = 0.01, the quasi-
optimality of the solver is obtained. Moreover, for fixed κ and τ , the solver is robust to Reynolds
number and quasi-optimal to the number of DOFs.

Fig. 5.4. Tetrahedral mesh M1 of the pipe. (Example 5.3)

Table 5.6
Numbers of DOFs of discrete solutions. (Example 5.3)

Mesh h (Jn, φn) (un, pn)
M1 0.433 11,616 8,444
M2 0.217 89,472 59,028
M3 0.108 701,952 440,228
M4 0.054 5,560,320 3,397,956

Table 5.7
The number of GMRES iterations for τ = 0.1 and tn = 1.0. (Example 5.3)

Re Mesh κ = 102 κ = 103

103

M1 34 95
M2 32 105
M3 32 131
M4 30 148

104

M1 34 95
M2 36 110
M3 34 163
M4 32 > 200
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Table 5.8
The number of GMRES iterations for τ = 0.01 and tn = 1.0. (Example 5.3)

Re Mesh κ = 102 κ = 103

103

M1 19 37
M2 17 37
M3 17 39
M4 18 39

104

M1 18 35
M2 17 37
M3 17 40
M4 18 45

Next we fix the meshM4 and investigate how the coupling number κ influences the fluid. The
parameters are set by

Re = 103, κ = 0, 10, 100, τ = 0.01, tN = T = 5.5, α = 1,

The distributions of |uN | are plotted in Fig. 5.5. When magnetic field is applied and is perpendicular
to the direction of the pipe, the middle and lower figures show that the conducting fluid tends to be
slowed down in the middle of the pipe and to flow out near the wall, compared with nonconducting
fluid (the top figure).

Fig. 5.6 shows the parallel component of the velocity in the direction of the pipe. It shows clearly
that the parallel velocity decreases in the middle of the pipe as the coupling number increases.

Fig. 5.7 shows that the magnetic field also leads to inhomogeneous pressure of the conducting
fluid. Higher pressure is concentrated in the middle region of the pipe where the fluid is forced to
change flowing directions by the magnetic field. Conversely, electric currents are influenced by the
fluid dynamics. Fig. 5.8 and 5.9 show that the current density becomes larger near the pipe wall
where the fluid flows faster.

6. Conclusions. In this paper, we propose a robust preconditioner for solving the finite ele-
ment discretization of inductionless MHD equations. The preconditioner is designed by using the
framework of FOV-equivalence and block factorization of coefficient matrix. By three numerical
examples, we show that the preconditioner is robust to relatively large Reynolds number and quasi-
optimal to the mesh size. There are still two important issues to be studied in future work:
• The solution of fluid convection-diffusion equation, that is, step 3 of Algorithm 4.1, is still not

scalable in our code.
• The present preconditioner is not robust with respect to large coupling number κ. Better ap-

proximation to the (2, 3)–entry of Â should be studied in designing the preconditioner.
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Appendix A. Useful estimates for linear operators.
The purpose of this appendix is to prove some useful results which will be used in the proofs

of Theorem 3.2 and Theorem 3.3.
Lemma A.1. The operator Îφ := −divD−1

J ∇ is self-adjoint and positive on S. For ξ ∈ S,(
1 + C2

p

)−1 ‖ξ‖L2(Ω) ≤
∥∥∥Îφξ∥∥∥

L2(Ω)
≤ ‖ξ‖L2(Ω) , (A.1)(

1 + C2
p

)−1 ‖ξ‖2L2(Ω) ≤
(
Îφξ, ξ

)
≤ ‖ξ‖2L2(Ω) , (A.2)

where Cp is the the Poincaré constant in (3.7).

Proof. It is easy to see that Îφ is a self-adjoint operator on S. The formula of integration by
part implies that ŵ := D−1

J (∇ξ) satisfies

(ŵ,a) + (div ŵ,diva) = 〈∇ξ,a〉 = −(ξ,diva) ∀a ∈D0. (A.3)

Clearly
(
Îφξ, ξ

)
= ‖ŵ‖2H(div,Ω). So Îφ is also positive.

21



Let u ∈ H1(Ω)/R be the solution of the elliptic equation

(∇u,∇v) = (ξ, v) ∀ v ∈ H1(Ω)/R.

This indicates that w := ∇u ∈H0(div,Ω) and divw = −ξ ∈ S. Taking a = ŵ in (A.3) yields∥∥∥Îφξ∥∥∥
L2(Ω)

= ‖div ŵ‖L2(Ω) ≤ ‖ξ‖L2(Ω) .

Taking a = −w in (A.3) and using div ŵ = −Îφξ lead to

‖ξ‖2L2(Ω) = −(ŵ,w) + (div ŵ, ξ) = (div ŵ, u+ ξ) ≤ (1 + C2
p)
∥∥∥Îφξ∥∥∥

L2(Ω)
‖ξ‖L2(Ω) .

This proves (A.1).
From (3.11), Îφ provides an inner product (·, ·)Îφ and a norm ‖|·|‖Îφ on S. Using Schwarz’s

inequality and (A.1), we find that

(ξ, ξ) =
(
Î−1
φ ξ, ξ

)
Îφ
≤
∥∥∥∣∣∣Î−1

φ ξ
∣∣∣∥∥∥
Îφ
‖|ξ|‖Îφ =

(
Î−1
φ ξ, ξ

)1/2 ‖|ξ|‖Îφ ≤ (1 + C2
p)1/2 ‖ξ‖L2(Ω) ‖|ξ|‖Îφ .

It follows that

(1 + C2
p)−1 ‖ξ‖2L2(Ω) ≤ ‖|ξ|‖

2
Îφ =

(
Îφξ, ξ

)
≤
∥∥∥Îφξ∥∥∥

L2(Ω)
‖ξ‖L2(Ω) ≤ ‖ξ‖

2
L2(Ω) .

This proves (A.2). The proof is completed.
Lemma A.2. The operator ÎJ is self-adjoint and satisfies∥∥∥∣∣∣ÎJd∣∣∣∥∥∥2

DJ
=
(
d, ÎJd

)
= ‖|d|‖2D−1

J
−
∥∥∥∣∣∣∇(Î−1

φ divD−1
J d)

∣∣∣∥∥∥2

D−1
J

∀d ∈D′0.

Proof. Define ψ = Î−1
φ div(D−1

J d). From (3.4), we have ÎJd = D−1
J (d+∇ψ) and〈

D−1
J (∇ψ),∇ψ

〉
=
〈
Îφψ,ψ

〉
=
〈
div(D−1

J d), ψ
〉

= −
〈
D−1
J d,∇ψ

〉
,∥∥∥∣∣∣ÎJd∣∣∣∥∥∥2

DJ
=
〈
D−1
J (d+∇ψ),d+∇ψ

〉
= 〈D−1

J d,d〉 − 〈D−1
J (∇ψ),∇ψ〉,(

d, ÎJd
)

=
(
D−1
J d,d

)
+
〈
D−1
J d,∇ψ

〉
= 〈D−1

J d,d〉 − 〈D−1
J (∇ψ),∇ψ〉.

The proof is completed.
Lemma A.3. Assume divu∗n = 0. Then for any v ∈ V 0 and ξ ∈ V ′0,

〈Fκv,v〉 = ‖|v|‖2F1
,

∥∥∣∣F−1
κ ξ

∣∣∥∥
F1
≤
∥∥∣∣F−1

1 ξ
∣∣∥∥
F1
.

Proof. Since divu∗n = 0, integration by part implies (u∗n · ∇v,v) = 0 for any v ∈ V 0. This

shows 〈Fκv,v〉 = 〈F1v,v〉 = ‖|v|‖2F1
. Moreover,∥∥∣∣F−1

κ ξ
∣∣∥∥2

F1
= 〈ξ,F−1

κ ξ〉 ≤ ‖|ξ|‖F−1
1

∥∥∣∣F−1
κ ξ

∣∣∥∥
F1

=
∥∥∣∣F−1

1 ξ
∣∣∥∥
F1

∥∥∣∣F−1
κ ξ

∣∣∥∥
F1
.
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The proof is completed.
Lemma A.4. Let M be defined in Theorem 3.3 and let the assumptions of Theorem 3.3 be

satisfied. Then for any q ∈ Q,

∥∥(divF−1
κ ∇+ L−1

p

)
q
∥∥
L2(Ω)

≤M
∥∥L−1

p q
∥∥
L2(Ω)

×


(
τ + α−1

1

)1/2
time-dependent case,

3α
−1/2
1 stationary case.

Proof. Since q = (α1Ip − 2τ−1∆−1
p )(L−1

p q), we find that

‖q‖L2(Ω) ≤ α1

∥∥L−1
p q
∥∥
L2(Ω)

+ 2τ−1
∥∥∆−1

p (L−1
p q)

∥∥
L2(Ω)

≤
(
α1 + 2Cpτ

−1
) ∥∥L−1

p q
∥∥
L2(Ω)

. (A.4)

Note that ∆p, Lp are commutative and divFκ = −Lp∆p div + div(u∗n · ∇+ κK∗ÎJK). Multiplying
the equality by F−1

κ ∇ from right and by L−1
p ∆−1

p from left, we get

η :=
(
divF−1

κ ∇+ L−1
p

)
q = L−1

p ∆−1
p div(u∗n · ∇+ κK∗ÎJK)F−1

κ (∇q). (A.5)

Write w = F−1
κ (∇q) and ξ = (u∗n · ∇+ κK∗ÎJK)w. By Lemma A.3, we have

‖|w|‖2F1
= 〈w,Fκw〉 = −(divw, q) ≤ ‖divw‖L2(Ω) ‖q‖L2(Ω) .

By Lemma A.2, ξ can be estimated as follows

‖ξ‖L2(Ω) ≤ ‖u
∗
n · ∇w‖L2(Ω) + κ ‖K∗Kw‖L2(Ω) ≤

(
‖u∗n‖L∞(Ω) + κCp ‖Bn‖2L∞(Ω)

)
|w|H1(Ω)

≤C−1/2
p M ‖|w|‖F1

≤ C−1/2
p M ‖divw‖1/2L2(Ω) ‖q‖

1/2
L2(Ω) . (A.6)

Now we prove the lemma for time-dependent case and for stationary case respectively.

Case 1: time-dependent case. Assume 0 < τ ≤ 1 without loss of generality. By (A.5), we
have 2τ−1η − α1∆pη = − div ξ. This implies

2

τ
‖η‖2L2(Ω) + α1|η|2H1(Ω) = (ξ,∇η) ≤ 1

4α1
‖ξ‖2L2(Ω) + α1|η|2H1(Ω).

Using (A.4), (A.6), and the fact that divw = η − L−1
p (q), we get

‖η‖2L2(Ω) ≤
τ

8α1
‖ξ‖2L2(Ω) ≤

1

4
M2(α−1

1 + τ)
(
‖η‖L2(Ω) +

∥∥L−1
p q
∥∥
L2(Ω)

)∥∥L−1
p q
∥∥
L2(Ω)

≤ 1

2
‖η‖2L2(Ω) +

1

32
M2(α−1

1 + τ)
[
8 +M2(α−1

1 + τ)
] ∥∥L−1

p q
∥∥2

L2(Ω)
.

Since M2(τ + α−1
1 ) ≤ 8 by the assumptions of Theorem 3.3, this leads to

‖η‖L2(Ω) ≤M
(
τ + α−1

1

)1/2 ∥∥L−1
p q
∥∥
L2(Ω)

.

Case 2: stationary case. In this case, we have τ = +∞ and Lp = α1Ip. Using (A.6) and
the stability of the solution of Poisson’s equation, we have∣∣∆−1

p (div ξ)
∣∣
H1(Ω)

≤ ‖ξ‖L2(Ω) ≤ C
−1/2
p M ‖divw‖1/2L2(Ω) ‖q‖

1/2
L2(Ω) .
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Together with (A.4) and divw = η − L−1
p (q), this shows

‖η‖2L2(Ω) = α−2
1

∥∥∆−1
p (div ξ)

∥∥2

L2(Ω)
≤ α−2

1 C−1
p M2 ‖divw‖L2(Ω) ‖q‖L2(Ω)

≤ 1

2
‖η‖2L2(Ω) + 2M2α−1

1

(
1 +M2α−1

1

) ∥∥L−1
p q
∥∥2

L2(Ω)
.

Since M2α−1
1 ≤ 1 by the assumptions of Theorem 3.3, we get ‖η‖L2(Ω) ≤ 3Mα

−1/2
1

∥∥L−1
p q
∥∥
L2(Ω)

.

Appendix B. The proof of Theorem 3.2.
Proof. For any ξ ∈X ′, write Ψ = (H−1

0 E
−1
1 )ξ and Φ = (H−1

0 E2H0)Ψ for convenience. Since

H−1(AÂ−1) = (E∗1 )−1H−1
0 E

−1
1 (E1E2E−1

1 ) = (E∗1 )−1H−1
0 E2E

−1
1 , (B.1)

it is easy to see

(ξ,AÂ−1ξ)H−1 = 〈Ψ, E2H0Ψ〉 , ‖|ξ|‖2H−1 = ‖|Ψ|‖2H0
,
∥∥∥∣∣∣(AÂ−1)ξ

∣∣∣∥∥∥2

H−1
= ‖|Φ|‖2H0

. (B.2)

For convenience, we write{
Ψ = (ΨJ ,Ψφ,Ψu,Ψp), ΨJ ∈D0, Ψφ ∈ S, Ψu ∈ V 0, Ψp ∈ Q,

Ψ̂J := ΨJ +D−1
J (∇Ψφ), Ψ̂u := F−1

κ F1Ψu.
(B.3)

The proof consists of two parts. Part I proves the inf-condition, that is, the first inequality of (3.14),
and Part II proves the sup-condition, that is, the second inequality.

Part I: the inf-condition. Direct calculations show that

〈Ψ, E2H0Ψ〉 − ‖|Ψ|‖2H0
= −κ(div ΨJ ,Ψφ)− κ

〈
Ψ̂J ,KΨu

〉
− λ(div Ψ̂u,Ψp). (B.4)

By Schwarz’s inequality, the first term on the righthand side of (B.4) satisfies

κ |(div ΨJ ,Ψφ)| ≤ κ ‖div ΨJ‖L2(Ω) ‖Ψφ‖L2(Ω) ≤
κ

2

(
‖div ΨJ‖2L2(Ω) + ‖Ψφ‖2L2(Ω)

)
.

By the definition of K and Poincaré’s inequality, we have

‖KΨu‖L2(Ω) ≤ Cp ‖Bn‖L∞ |Ψu|H1(Ω) ≤ CpR
1/2
e ‖Bn‖L∞ ‖|Ψu|‖F1

. (B.5)

The second term satisfies

κ
∣∣∣〈Ψ̂J ,KΨu〉

∣∣∣ ≤ κ∥∥∥Ψ̂J

∥∥∥
L2(Ω)

‖KΨu‖L2(Ω) ≤
κ

4
‖|ΨJ |‖2DJ +

κ

4
‖Ψφ‖2L2(Ω) +

λ

12
‖|Ψu|‖2F1

.

Moreover, Lemma A.3 implies
∥∥∥∣∣∣Ψ̂u

∣∣∣∥∥∥
F1

≤ ‖|Ψu|‖F1
. So the third term satisfies

∣∣∣λ(div Ψ̂u,Ψp)
∣∣∣ ≤ λ√

α

∥∥∥∣∣∣Ψ̂u

∣∣∣∥∥∥
F1

‖Ψp‖L2(Ω) ≤
λ

2α
‖|Ψu|‖2F1

+
λ

2
‖Ψp‖2L2(Ω) .
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Combining the above estimates yields an upper bound for the righthand side of (B.4)∣∣∣κ(div ΨJ ,Ψφ) + κ〈Ψ̂J ,KΨu〉+ λ(div Ψ̂u,Ψp)
∣∣∣

≤ λ

α
‖|Ψu|‖2F1

+
λ

4
‖Ψp‖2L2(Ω) +

3κ

4

(
‖|ΨJ |‖2DJ + ‖Ψφ‖2L2(Ω)

)
.

Remembering α ≥ 1 from the assumption, we get∣∣∣κ(div ΨJ ,Ψφ) + κ〈Ψ̂J ,KΨu〉+ λ(div Ψ̂u,Ψp)
∣∣∣ ≤ 3

4
‖|Ψ|‖2H0

. (B.6)

Substituting (B.6) into (B.4) yields, for any ξ ∈X ′,

(ξ,AÂ−1ξ)H−1 = 〈Ψ, E2H0Ψ〉 ≥ 1

4
‖|Ψ|‖2H0

=
1

4
‖|ξ|‖2H−1 . (B.7)

Part II: the sup-condition. Direct calculations show that

‖|Φ|‖2H0
− ‖|Ψ|‖2H0

= − 2κ(Ψφ,div ΨJ)− 2κ
〈
KΨu, Ψ̂J

〉
− 2λ(Ψp,div Ψ̂u)

+ κ ‖|div ΨJ |‖2Î−1
φ

+ λ
∥∥∥div Ψ̂u

∥∥∥2

L2(Ω)
+
κ2

λ

∥∥∥∣∣∣K∗Ψ̂J

∣∣∣∥∥∥2

F−1
1

. (B.8)

Using Lemma A.1 and
∥∥∥∣∣∣Ψ̂u

∣∣∣∥∥∥2

F1

≤ ‖|Ψu|‖2F1
, the fourth and fifth terms satisfy

λ
∥∥∥div Ψ̂u

∥∥∥2

L2(Ω)
+ κ ‖|div ΨJ |‖2Î−1

φ
≤ λ

α
‖|Ψu|‖2F1

+ κ(1 + C2
p) ‖|ΨJ |‖2DJ .

By the definition of F1, we find that∥∥∥∣∣∣K∗Ψ̂J

∣∣∣∥∥∥2

F−1
1

≤ ‖Bn‖L∞(Ω)

∥∥∥Ψ̂J

∥∥∥
L2(Ω)

∥∥∥F−1
1 (K∗Ψ̂J)

∥∥∥
L2(Ω)

≤ CpR1/2
e ‖Bn‖L∞(Ω)

∥∥∥Ψ̂J

∥∥∥
L2(Ω)

∥∥∥∣∣∣K∗Ψ̂J

∣∣∣∥∥∥
F−1

1

.

This yields

κ2

λ

∥∥∥∣∣∣K∗Ψ̂J

∣∣∣∥∥∥2

F−1
1

≤
κ2C2

pRe

λ
‖Bn‖2L∞(Ω)

∥∥∥Ψ̂J

∥∥∥2

L2(Ω)
≤ κ

12

(
‖|ΨJ |‖2DJ + ‖Ψφ‖2L2(Ω)

)
.

Finally, substituting the above estimates into (B.8) and using (B.6), we get

‖|Φ|‖2H0
≤ (2 + C2

p) ‖|Ψ|‖2H0
.

The proof is completed upon using (B.2).

Appendix C. The proof of Theorem 3.3.
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Proof. Write λ1 = 4C2
pλ for convenience. Direct calculations show that

P =


κ−1D−1

J 2κ−1D−1
J ∇ −2D−1

J KF−1
κ −2D−1

J KF−1
κ ∇Lp

0 −κ−1Iφ 0 0
0 0 F−1

κ F−1
κ ∇Lp

0 0 0 −Lp

 ,

ÂPĤ =


κλ1DJ κλ∇(Iφ − Îφ) −κD−1

J KF−1
κ F1 −κD−1

J KF−1
κ ∇

0 κλÎφ κdivD−1
J KF−1

κ F1 κdivD−1
J KF−1

κ ∇
0 0 F1 0
0 0 0 − divF−1

κ ∇

 .

For any ξ ∈X ′, write Ψ = Ĥ−1ξ, Θ = ÂPξ = ÂPĤΨ, and Φ = Ĥ−1Θ. It is easy to see that

(ξ, ÂPξ)Ĥ−1 = 〈Ψ,Θ〉, ‖|ξ|‖2Ĥ−1 = ‖|Ψ|‖2Ĥ ,
∥∥∥∣∣∣ÂPξ∣∣∣∥∥∥2

Ĥ−1
= 〈Φ,Θ〉. (C.1)

Using notations similar to (B.3), we have

ΘJ = κλ1DJΨJ + κ(λ∇Ψ̂φ − Ψ̂J), Θu = F1Ψu,

Θφ = κλÎφΨφ + κdiv Ψ̂J , Θp = −divF−1
κ (∇Ψp),

(C.2)

where Ψ̂J = D−1
J KF−1

κ (F1Ψu +∇Ψp) and Ψ̂φ = Ψφ − ÎφΨφ.

By Lemma A.4,
∥∥∣∣F−1

κ (∇Ψp)
∣∣∥∥2

F1
= −

(
divF−1

κ (∇Ψp) ,Ψp

)
≤ 3

2 ‖|Ψp|‖2L−1
p

. By arguments

similar to (B.5) and using Lemma A.3, we find that∥∥∥∣∣∣Ψ̂J

∣∣∣∥∥∥
DJ
≤
√
ReC2

p ‖Bn‖L∞(Ω)

(∥∥∣∣F−1
κ F1Ψu

∣∣∥∥
F1

+
∥∥∣∣F−1

κ (∇Ψp)
∣∣∥∥
F1

)
≤
√

3ReC2
p/2 ‖Bn‖L∞(Ω)

(
‖|Ψu|‖F1

+ ‖|Ψp|‖L−1
p

)
. (C.3)

The estimate for Ψ̂φ follows directly from Lemma A.1∥∥∥Ψ̂φ

∥∥∥
L2(Ω)

≤ ‖Ψφ‖L2(Ω) ≤ (1 + C2
p)
∥∥∥ÎφΨφ

∥∥∥
L2(Ω)

. (C.4)

Using (C.2), Lemma A.4, and the assumptions of the theorem, we have

‖|Θp|‖2Lp = 〈L−1
p Ψp,Ψp〉+ 〈(divF−1

κ ∇−L−1
p )Ψp,Lp(L−1

p + divF−1
κ ∇)Ψp〉 ≤ 2 ‖|Ψp|‖2L−1

p
. (C.5)

Using (C.3)–(C.4) and Lemma A.4, we find that

〈Ψ,Θ〉 = κλ1 ‖|ΨJ |‖2DJ + κλ ‖|Ψφ|‖2Îφ + ‖|Ψu|‖2F1
−
〈
Ψp, (divF−1

κ ∇)Ψp

〉
−κλ(div ΨJ , Ψ̂φ)− κ(Ψ̂J ,ΨJ +∇Ψφ)

≥ 3κλ1

4
‖|ΨJ |‖2DJ +

κλ

2(1 + C2
p)
‖Ψφ‖2L2(Ω) + ‖|Ψu|‖2F1

+
1

2
‖|Ψp|‖2L−1

p

−
(

κλ

16(1 + C2
p)

)1/2 (
‖|Ψu|‖F1

+ ‖|Ψp|‖L−1
p

)(
‖ΨJ‖L2(Ω) + ‖Ψφ‖L2(Ω)

)
≥ 1

4(1 + C2
p)
‖|Ψ|‖2Ĥ .
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Similarly, the upper bound for 〈Φ,Θ〉 can be estimated as follows

〈Φ,Θ〉 =κλ1 ‖|ΨJ |‖2DJ + κλ
∥∥∥ÎφΨφ

∥∥∥2

L2(Ω)
+ ‖|Ψu|‖2F1

+ ‖|Θp|‖2Lp +
κ

λ

∥∥∥div Ψ̂J

∥∥∥2

L2(Ω)

+
κ

λ1

∥∥∥∣∣∣λ∇Ψ̂φ − Ψ̂J

∣∣∣∥∥∥2

D−1
J

+ 2κ(ΨJ , λ∇Ψ̂φ − Ψ̂J) + 2κ(div Ψ̂J , ÎφΨφ)

≤ 2κλ1 ‖|ΨJ |‖2DJ + 2κλ ‖Ψφ‖2L2(Ω) + ‖|Ψu|‖2F1
+ 2 ‖|Ψp|‖2L−1

p
+

2κ

λ

∥∥∥div Ψ̂J

∥∥∥2

L2(Ω)

+
2κ

λ1

∥∥∥∣∣∣λ∇Ψ̂φ − Ψ̂J

∣∣∣∥∥∥2

D−1
J

≤ 2κλ1 ‖|ΨJ |‖2DJ + 3κλ ‖Ψφ‖2L2(Ω) + 2 ‖|Ψu|‖2F1
+ 3 ‖|Ψp|‖2L−1

p

≤ 3 ‖|Ψ|‖2Ĥ .

By virtue of (C.1), the two constants can be set by Ĉinf = 1/(4 + 4C2
p) and Ĉsup = 3.
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