A CIP-FEM for high-frequency scattering problem with the truncated DtN boundary condition
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\textbf{Abstract.} A continuous interior penalty finite element method (CIP-FEM) is proposed to solve high-frequency Helmholtz scattering problem by an impenetrable obstacle in two dimensions. To formulate the problem on a bounded domain, a Dirichlet-to-Neumann (DtN) boundary condition is proposed on the outer boundary by truncating the Fourier series of the original DtN mapping into finite terms. Assuming the truncation order $N \geq kR$, where $k$ is the wave number and $R$ is the radius of the outer boundary, then the $H^j$-stabilities, $j = 0, 1, 2$, are established for both original and dual problems, with explicit and sharp estimates of the upper bounds with respect to $k$. Moreover, we prove that, when $N \geq \lambda kR$ for some $\lambda > 1$, the solution to the DtN-truncation problem converges exponentially to the original scattering problem as $N$ increases. Under the condition that $k^3h^2$ is sufficiently small, we prove that the preasymptotic error estimates for the linear CIP-FEM as well as the linear FEM are $C_1kh + C_2k^3h^2$. Numerical experiments are presented to validate the theoretical results.
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\section{Introduction}

In this paper, we study the exterior scattering problem of high-frequency acoustic waves by an impenetrable bounded obstacle in two dimensions. To solve the problem numerically, one should truncate the unbounded domain into a bounded one and impose accurate artificial boundary condition on the truncation boundary. For this purpose, some non-reflecting boundary conditions are proposed, such as the perfectly matched layer (PML) boundary condition \footnote{Corresponding author. \textit{Email addresses:} liyonglin@lsec.cc.ac.cn (Y. Li), zwy@lsec.cc.ac.cn (W. Zheng), zxp@lsec.cc.ac.cn (X. Zhu)}, the Dirichlet-to-Neumann (DtN) boundary condition or
transparent boundary condition (TBC) [?], etc. For scattering problems of moderate frequency, there are extensive studies on the PML in the literature (see e.g. [?, ?, ?]). For TBCs of scattering problems, the authors refer to the recent papers [?, ?, ?, ?].

The DtN boundary condition, or equivalently the DtN operator, is expressed by an infinite trigonometric or spherical harmonic series. In [?], Chandler and Monk studied the high-frequency Helmholtz scattering problem with exact DtN boundary condition. They proved the inf-sup condition for the sesquilinear form $b(\cdot, \cdot)$ of weak formulation with inf-sup constant being $O(k^{-1})$, where $k$ is the wave number. In practice, the DtN operator must be truncated into the sum of a finite $N$ terms. This leads to an approximate problem with the truncated DtN boundary condition. Obviously, using fewer terms makes the numerical methods more efficient. A major task is to prove the well-posedness of the approximate problem and that the approximate solution $u_N$ converges exponentially to the original solution $u$ as $N \to +\infty$.

Based on numerical experiences and heuristic analysis for Helmholtz eigenvalues on the computational domain, Harari and Hughes suggested to take $N \geq kR$ in the truncated DtN operator to enhance the solvability and accuracy of the approximate problem [?], where $R$ is the radius of the computational domain. In [?], the authors circumvented the difficulty of uniqueness by modifying the truncated DtN operator to eliminate real eigenvalues of the Helmholtz problem. In [?], the authors proved that the approximate solution $u_N$ converges algebraically to the exact solution $u$ provided that $N \geq N_0$ for some $N_0$ large enough. Recently, Xu and Yin proved that $u_N$ converges to $u$ at an exponential rate $q^N$ for some $0 < q < 1$ under the same condition that $N \geq N_0$ [?]. Since the papers are focused on moderate-frequency problems, both the factor $q$ and the dependence of $N_0$ on the wave number $k$ are not given explicitly. In [?], Jiang, Li and Zheng first proposed an adaptive finite element method with truncated DtN operator for solving scattering problems. The a posteriori error estimates consist of the residuals from finite element (FE) discretization and the error estimate from the truncation of the DtN operator. In [?], the authors proved that the error estimate for the DtN truncation decays exponentially as $N \to +\infty$. However, there still is a question left: how do the well-posedness of the truncated problem and the convergence rate of $u_N$ to $u$ depend explicitly on the wave number $k$? The first objective of the paper is to give an attempt for the answer.

The second objective of the paper is to study the continuous interior penalty finite element method (CIP-FEM) for solving the truncated problem. Presymptotic FE error estimates will be given by emphasizing their explicit dependence on $k$. The Helmholtz equation with large wave number is highly indefinite. It is well-known that traditional finite element method (FEM) suffers from the effect of pollution errors [?, ?, ?]. For the Helmholtz equation with exact DtN boundary condition, Melenk and Sauter [?] proved that the linear FE error estimate is $\|u - u_{k}^{\text{FEM}}\|_{H^1} \leq C_1 kh + C_2 k^3 h^2$ provided that $k^2 h$ is sufficiently small. For impedance boundary condition and PML boundary condition, Wu et al. proved the same error estimate by assuming that $k^3 h^2$ is small enough [?, ?, ?]. The first term $O(kh)$ in the error estimate is of the same order as FE interpolation error and the second term comes from the pollution error. We remark that “asymptotic error
estimate" refers to the error estimate without pollution error, while "preasymptotic error estimate" refers to the one with non-negligible pollution effects. In [? ,? ], the authors presented a priori error estimates for FEMs using truncated DtN boundary conditions, but did not show their explicit dependence on $k$. However, the wave-number-explicit estimates are crucial in our work, since we are considering the high-frequency problems. For instance, the frequency of the audio which can be detected by the human ear, denoted by $F$, falls between 20 Hz and 20,000 Hz. Taking $F = 20,000$ Hz as an example, the wave number is $k = 2\pi F/c \approx 366$, where $c \approx 343 m/s$ denotes the speed of sound in the air. To control the FE interpolation error $O(kh)$, the size of the mesh is expected to be $h = O(1/k) \approx 2.7 \times 10^{-3}$, which means the degree of freedom is $DOF = O(h^{-2}) \approx 1.3 \times 10^5$ when the computational domain is a unit square in two dimension. By contrast, to control the pollution error $O(k^3h^2)$, it’s expected that $h = O(1/k^{1.5}) \approx 1.4 \times 10^{-4}$, which implies that $DOF \approx 4.9 \times 10^7$. Obviously, it’s an expensive cost for the ordinary computer and hard to compute when $F$ is high, in other words, $k$ is large. Although there is no strict definition for "high-frequency" in acoustics, we generally regard it as a "high-frequency" problem when the frequency $F$ is higher than 2000 Hz, which means $k > 36.6$.

Recently, the CIP-FEM, which was first proposed by Douglas and Dupont for second-order elliptic and parabolic equations [?], has shown great advantages in dealing with high-frequency Helmholtz problems [? ,? ,? ,? ,? ]. Such as, the CIP-FEM uses the same approximation space as the traditional continuous FEM but modifies the bilinear form by adding a penalty term at mesh interfaces. It is absolutely stable if the penalty parameters have negative imaginary parts (see [? ,? ]). In addition, the error bound of CIP-FEM is not larger than that of the traditional FEM under the same mesh condition. Moreover, the penalty parameters of CIP-FEM can be tuned to reduce the pollution error greatly in practice. For other numerical methods, such as high-order FEMs or discontinuous Galerkin method, we refer to [? ,? ,? ,? ,? ,? ].

The contributions of the paper are listed as follows.

1. We prove that, under the condition $N \geq kR$, the approximate problem with the truncated DtN boundary condition is well-posed and the associated sesquilinear form satisfies an inf-sup condition with the inf-sup constant being $O(k^{-1})$.

2. By assuming that the obstacle has $C^1$-smooth boundary and $N \geq kR$, we prove that the approximate solution satisfies the stabilities $\|u_N\|_{H^j} \leq Ck^{j-1}$, $j = 0, 1, 2$, where the constant $C$ is independent of $k$.

3. Under the condition $N \geq kR$, we prove the well-posedness of the dual problem with the truncated DtN operator and give the $H^2$-stability of the solution. We remark that the dual problem plays the key role in estimating both $u - u_N$ and FE errors. However, the well-posedness of the dual problem and the $H^2$-stability are usually treated as assumptions in the literatures.

4. Under the condition $N \geq 1.7kR$, we prove that $u_N$ converges to $u$ exponentially as $N \to +\infty$. The explicit form of the convergence rate is also presented.
5. We prove the preasymptotic error estimates for the CIP-FEM under the assumption that \( k^3h^2 \) is small enough.

The outline of the paper is organized as follows. In Section 2, we introduce the model problem and its weak formulation by using the DtN operator. In Section 3, we give some wave-number-explicit analyses for the truncated DtN problem and prove the exponential convergence of \( u^N \) to \( u \). Section 4 is devoted to the preasymptotic error estimates for the linear CIP-FEM as well as FEM. In Section 5, we use some numerical examples to verify the theoretical results.

Throughout this paper, we adopt conventional notations and definitions for Sobolev spaces, norms, and inner products (see e.g. [?]). For any open domain \( D \subset \mathbb{R}^2 \), \( L^2(D) \) denotes the usual Hilbert space of square-integrable complex functions. The inner product and norm on \( L^2(D) \) are defined by

\[
(u,v)_D := \int_D u(x)\overline{v}(x) \, dx, \quad \|u\|_{L^2(D)} := (u,u)_D^{1/2}.
\]

For a Lipschitz-continuous curve \( \Gamma \), \( \langle \cdot, \cdot \rangle_\Gamma \) denotes the \( L^2 \)-inner product on \( L^2(\Gamma) \) or the duality paring between two dual spaces defined on \( \Gamma \). We shall use \( C \) to denote a generic positive constant which is independent of the sensitive quantities, such as the mesh size \( h \), the wave number \( k \), the truncation number \( N \), and the penalty parameters \( \gamma_e \). We also use the shorthand notations \( A \lesssim B, B \gtrsim A \) for the inequality \( A \leq CB \) and \( B \geq CA \), respectively. Moreover, \( A \asymp B \) means that \( A \lesssim B \) and \( B \gtrsim A \) hold simultaneously. We shall use boldface notations for vector-valued quantities, such as \( L^2(\Omega) = (L^2(\Omega))^2 \).

![Figure 1: Geometry of the obstacle scattering problem](image)

2 Variational formulation using the DtN operator

In this section, we first introduce the model problem of acoustic scattering. Next we reformulate the problem on a truncated domain by using the DtN operator. For any
\( r > 0 \), let \( B_r \) denote the ball with center at the origin and radius being \( r \) and let \( \Gamma_r = \partial B_r \) be its boundary.

### 2.1 The model problem

We consider acoustic scattering by a bounded, sound soft obstacle occupying a compact set \( \Omega \in \mathbb{R}^2 \) with \( C^1 \)-smooth boundary \( \Gamma \), as seen in Figure 1. To favor the FE error analysis in Section 4, we also assume that \( \Gamma \) is piecewise \( C^2 \)-smooth. Suppose \( \Omega \) is starlike with respect to the origin. The problem is to seek for \( u \) which satisfies the Helmholtz equation with Sommerfeld radiation condition

\[
\begin{align*}
\Delta u + k^2 u &= f \quad \text{in } \Omega_r := \mathbb{R}^2 \setminus \Omega, \quad \text{(2.1a)} \\
 u &= 0 \quad \text{on } \Gamma, \quad \text{(2.1b)} \\
 \frac{\partial u}{\partial r} - iku &= o(\frac{1}{r}) \quad \text{as } r := |x| \to \infty, \quad \text{(2.1c)}
\end{align*}
\]

where \( i = \sqrt{-1} \) denotes the imaginary unit and \( k \) is the wave number. We assume that \( f \in L^2(\Omega_r) \) and has compact support.

### 2.2 The DtN operator

We choose \( R > R_1 > R_0 := \sup_{x \in \Omega} |x| \) such that \( \text{supp}(f) \subset \{ x : |x| < R_1 \} \) and define

\[
D_R := B_R \cap \Omega_e, \quad D_{R_1} := B_{R_1} \cap \Omega_e.
\]

For convenience, we define \( V_R := \{ w \in H^1(D_R) : w = 0 \text{ on } \Gamma \} \) and let it be equipped with the equivalent \( H^1 \)-norm

\[
\| w \|_{V_R} = \left( \| \nabla w \|_{L^2(D_R)}^2 + k^2 \| w \|_{L^2(D_R)}^2 \right)^{1/2}. \quad \text{(2.2)}
\]

Since \( \{ e^{im\theta} : m \in \mathbb{Z} \} \) provides a complete and orthogonal basis of \( L^2(\Gamma_R) \), any function \( w \in L^2(\Gamma_R) \) admits the Fourier expansion

\[
w(x) = \sum_{m \in \mathbb{Z}} w_m e^{im\theta}, \quad w_m = \frac{1}{2\pi} \int_0^{2\pi} w(R\cos\theta, R\sin\theta) e^{-im\theta} d\theta.
\]

The well-known Parseval equality yields

\[
\| w \|_{L^2(\Gamma_R)}^2 = 2\pi R \sum_{m \in \mathbb{Z}} |w_m|^2.
\]

The trace space \( H^s(\Gamma_R) \) is defined by

\[
H^s(\Gamma_R) = \{ w \in L^2(\Gamma_R) : \| w \|_{H^s(\Gamma_R)} < \infty \},
\]
where the \( \| \cdot \|_{H^s(\Gamma_R)} \) is given by
\[
\| w \|_{H^s(\Gamma_R)} = \left( 2\pi R \sum_{m \in \mathbb{Z}} (1 + m^2)^s |w_m|^2 \right)^{1/2}.
\]

The DtN operator \( T : H^{1/2}(\Gamma_R) \to H^{-1/2}(\Gamma_R) \) is defined by
\[
\forall w = \sum_{m \in \mathbb{Z}} w_m e^{im\theta} \in H^{1/2}(\Gamma_R), \quad T w := \sum_{m \in \mathbb{Z}} k H^{(1)'}_m(kR) w_m e^{im\theta}, \quad (2.3)
\]
where \( H^{(1)}_m(\cdot) \) is the Hankel function of the first kind of order \( m \).

Let \( \langle \cdot, \cdot \rangle_{\Gamma_R} \) denote the duality pairing between \( H^{1/2}(\Gamma_R) \) and \( H^{-1/2}(\Gamma_R) \). For any \( v = \sum_{m \in \mathbb{Z}} v_m e^{im\theta} \in H^{1/2}(\Gamma_R) \), we have
\[
\langle T w, v \rangle_{\Gamma_R} = 2\pi \sum_{m \in \mathbb{Z}} h_m(kR) w_m v_m, \quad \text{where } h_m(z) = \frac{H^{(1)'}_m(z)}{H^{(1)}_m(z)}.
\]

From (3.4a) of [7], \( T \) is bounded and satisfies
\[
|\langle T w, v \rangle_{\Gamma_R}| \leq C \| w \|_{V_R} \| v \|_{V_R} \quad \forall w, v \in V_R, \quad (2.4)
\]
where \( C > 0 \) is independent of \( k \) and \( R \).

### 2.3 The weak formulation

In the exterior domain \( \Omega_e \setminus \overline{B_R} \), the solution of the Helmholtz equation (2.1) can be written as a Fourier series in polar coordinates:
\[
u(r, \theta) = \sum_{m \in \mathbb{Z}} \frac{H^{(1)}_m(kr)}{H^{(1)}_m(kR)} u_m(R) e^{im\theta}, \quad r > R, \quad (2.5)
\]

where
\[
u_m(R) = \frac{1}{2\pi} \int_0^{2\pi} u(R \cos \theta, R \sin \theta) e^{-im\theta} \, d\theta.
\]

From (2.3) and (2.5), it is easy to see that
\[
\frac{\partial u}{\partial r} = T u \quad \text{on } \Gamma_R.
\]

Therefore, we can reformulate (2.1) on the truncated domain \( D_R \) as follows
\[
\Delta u + \kappa^2 u = f \quad \text{in } D_R, \quad (2.6a)
\]
\[
u = 0 \quad \text{on } \Gamma, \quad (2.6b)
\]
\[
\frac{\partial u}{\partial n} = T u \quad \text{on } \Gamma_R, \quad (2.6c)
\]
where $n$ is the unit outer normal on $\Gamma_R$.

The weak formulation of (2.6) is proposed as follows: find $u \in V_R$ such that

$$b(u, v) = -(f, v)_{D_R} \quad \forall v \in V_R,$$  \hfill (2.7)

where $b$ is the bounded sesquilinear form on $V_R$ and is defined by

$$b(u, v) := \int_{D_R} (\nabla u \cdot \nabla v - k^2 u v) - \langle Tu, v \rangle_{\Gamma_R}.$$  

From [?], $b$ satisfies the inf-sup condition

$$\inf_{0 \neq u \in V_R} \sup_{0 \neq v \in V_R} \frac{|b(u, v)|}{\|u\|_{V_R} \|v\|_{V_R}} \approx \frac{1}{k}.$$  \hfill (2.8)

This yields the well-posedness of (2.7).

3 The approximate problem with truncated DtN operator

Note from (2.3) that the DtN operator $T$ is defined as an infinite series. Practically, it is necessary to truncate the nonlocal operator by taking finitely many terms of the expansion so as to attain a feasible algorithm.

3.1 The truncated DtN operator

Given a sufficiently large integer $N$, we define the truncated DtN operator

$$T_N : H^{1/2}(\Gamma_R) \rightarrow H^{-1/2}(\Gamma_R)$$

as follows

$$\forall w = \sum_{m \in \mathbb{Z}} w_m e^{im\theta} \in H^{1/2}(\Gamma_R), \quad T_N w := R^{-1} \sum_{|m| \leq N} h_m(kR) w_m e^{im\theta}.$$  \hfill (3.1)

Following the proof of [?; eq. (3.4a)], but only taking finite terms of the expansion of $T$, we can easily prove that the truncated operator $T_N$ is also bounded and satisfies

$$|\langle T_N w, v \rangle| \leq C \|w\|_{V_R} \|v\|_{V_R} \quad \forall w, v \in V_R,$$  \hfill (3.2)

where the constant $C$ is independent of $k$ and $R$.

3.2 The approximate problem

Based on $T_N$, an approximate problem of (2.7) is to seek for $u^N \in V_R$ such that

$$b_N(u^N, v) = -(f, v)_{D_R} \quad \forall v \in V_R,$$  \hfill (3.3)
where the sesquilinear form \( b_N : V_R \times V_R \to \mathbb{C} \) is defined by

\[
b_N(u^N, v) := \int_{D_R} (\nabla u^N \nabla v - k^2 u^N \overline{v}) \, dx - \langle T^N u^N, v \rangle_{\Gamma_R}. \tag{3.4}\]

It is clearly that \( u^N \) satisfies

\[
\begin{align*}
\Delta u^N + k^2 u^N &= f \quad \text{in } D_R, \quad \text{(3.5a)} \\
u^N &= 0 \quad \text{on } \Gamma, \quad \text{(3.5b)} \\
\frac{\partial u^N}{\partial n} &= T^N u^N \quad \text{on } \Gamma_R. \quad \text{(3.5c)}
\end{align*}
\]

The continuity of \( b_N \) is apparent:

\[
|b_N(w, v)| \leq \int_{D_R} \left( |\nabla w \cdot \nabla v| + k^2 |w \overline{v}| \right) + |\langle T^N w, v \rangle_{\Gamma_R}| \leq C \|w\|_{V_R} \|v\|_{V_R}. \]

Moreover, from (3.4) we also have

\[
\begin{align*}
\text{Re} b_N(w, w) &= \|w\|^2_{V_R} - 2k^2 \|w\|^2_{L^2(D_R)} - \text{Re} \langle T^N w, w \rangle_{\Gamma_R}, \\
\text{Im} b_N(w, w) &= -\text{Im} \langle T^N w, w \rangle_{\Gamma_R}.
\end{align*}
\]

To prove the well-posedness of (3.3), we still need the inf-sup condition for \( b_N \) which will be studied in the last part of this section.

### 3.3 Some useful estimates for \( T_N \)

First we prove some preliminary but useful results for the Hankel functions. The results will be used in the estimation of \( T_N \).

**Lemma 3.1.** Assume that \( kR \geq 1 \). For any \( m \in \mathbb{Z} \), there holds

\[
\left| \frac{H^{(1)'}_m(kR)}{H^{(1)}_m(kR)} \right| \leq \frac{|m|}{kR} + 2. \tag{3.6}
\]

**Proof.** First we consider the case of \( |m| \geq 1 \). The modified Hankel functions satisfy

\[
\frac{2}{\pi} K_m(t) = \begin{cases} 
\text{i}^{m+1} H^{(1)}_m(it) & -\pi \leq \arg t \leq \pi/2, \\
\text{(-i)}^{m+1} H^{(2)}_m(-it) & \pi/2 \leq \arg t \leq \pi.
\end{cases} \tag{3.7}
\]

From [\?, eq. (10.29.2)], we have the recurrence relation \( tK'_m(t) = -mK_m(t) + tK_{m-1}(t) \). This yields

\[
\left| \frac{H^{(1)'}_m(kR)}{H^{(1)}_m(kR)} \right| = \left| \frac{H^{(1)'}_{m|}\text{(-i)}kR}{H^{(1)}_{m|}\text{(-i)}kR} \right| \leq \left| \frac{K'_{m|}\text{(-i)}kR}{K_{m|}\text{(-i)}kR} \right| \leq \frac{|m|}{kR} + 1,
\]

and

\[
\left| \frac{H^{(1)'}_m(kR)}{H^{(1)}_m(kR)} \right| \left| \frac{H^{(1)'}_{m|}\text{(-i)}kR}{H^{(1)}_{m|}\text{(-i)}kR} \right| \leq \frac{|m|}{kR} + 1.
\]
where the last inequality follows from the monotonicity of $K_m(t)$ in $m$ (cf. [?, eq. (10.37.1)]).

If $m = 0$, from [?, eqs. (10.17.13)–(10.17.15)] and the condition $kR \geq 1$, we have

$$\frac{|H_0^{(1)}(kR)|}{H_0^{(1)}(kR)} = \frac{|H_1^{(1)}(kR)|}{H_0^{(1)}(kR)} \leq \frac{4kR + 3e^{3/(4kR)}}{4kR + e^{1/(4kR)}} \leq 2.$$ 

This finishes the proof. \qed

Since we are considering the high-frequency problems, the condition $kR \geq 1$ is naturally. In the rest of this paper, we always assume that $kR \geq 1$ and will not emphasize it again.

**Lemma 3.2.** Let $\lambda > 1$ be a given constant. For any $t > 0$ and $m \geq \max\left(\lambda t, \frac{5\lambda^2(4\lambda^2+1)}{4(\lambda^2-1)^2} + 1\right)$,

$$\frac{1}{2} \Theta(t/m) \leq |H_m^{(1)}(t)| \leq \frac{1.5}{(1-\lambda^{-2})^{1/4}} \Theta(t/m),$$

where

$$\Theta(s) := \sqrt{\frac{2}{\pi m}} \left(\frac{s e^{\sqrt{1-s^2}}}{1+\sqrt{1-s^2}}\right)^{-m}.$$ 

**Proof.** Write $s := t/m$ for convenience. The assumptions imply $s \leq 1/\lambda < 1$. From [?, eq. (10.27.8)] we know that

$$H_m^{(1)}(t) = \frac{2}{\pi} (-i)^{m+1} K_m(-it) = \frac{2}{\pi} (-i)^{m+1} K_m(-ims).$$

From [?, Lemma 5.1], we have

$$|H_m^{(1)}(t)| = \frac{2}{\pi} |K_m(-ims)| = \frac{\Theta(s)}{(1-s^2)^{1/4}} |1 + \eta_2(m,s)|,$$

where $\eta_2$ is called “an error term” and is estimated in [?, Lemma 5.2] as follows

$$|\eta_2(m,s)| \leq \frac{M(s)}{m} e^{M(s)/m},$$

where

$$M(s) = \frac{1}{6} + \frac{1}{3\sqrt{5}} + \frac{\pi s^2 (4+s^2)}{8(1-s^2)^3} \leq \frac{1}{3} + \frac{\pi \lambda^2 (4\lambda^2+1)}{8(\lambda^2-1)^3} < \frac{m}{3}.$$ 

We infer that $|\eta_2(m,s)| < \frac{1}{2} e^{1/3} < 1/2$. The proof is completed by using $1-s^2 \geq 1-\lambda^{-2}$. \qed

**Lemma 3.3.** Suppose $N \geq kR$. For any $w \in H^{1/2}(\Gamma_R)$, there hold

$$\begin{align*}
\text{Re} \langle T_N w, w \rangle_{\Gamma_R} &\leq 0, \\
\text{Im} \langle T_N w, w \rangle_{\Gamma_R} &\geq 0, \\
\text{Re} \langle T_N w, w \rangle_{\Gamma_R} + R \int_{\Gamma_R} (k^2 |w|^2 - |\nabla_T w|^2 + |T_N w|^2) &\leq 2kR \text{Im} \langle T_N w, w \rangle_{\Gamma_R},
\end{align*}$$

where $\nabla_T w$ stands for the tangential gradient of $w$ on $\Gamma_R$. 
Proof. The proof is similar to that of [?, Lemma 2.1] except that \( w \) is an arbitrary function in \( H^{1/2}(\Gamma_R) \) here. First we expand \( w \) into Fourier series
\[
w(R, \theta) = \sum_{m \in \mathbb{Z}} w_m e^{im\theta}.
\]

For convenience, we write
\[
\rho = kR, \quad M_m(\rho) = |H_m^{(1)}(\rho)|, \quad N_m(\rho) = |H_m^{(1)'}(\rho)|, \quad C_m(\rho) = \frac{|w_m|^2}{M_m^2(\rho)}.
\]

By (3.1), we find that
\[
\langle T_N w, w \rangle_{\Gamma_R} = 2\pi \rho \sum_{|m| \leq N} \frac{H_m^{(1)'}(\rho)}{H_m^{(1)}(\rho)} |w_m|^2 = 2\pi \rho \sum_{|m| \leq N} \frac{H_m^{(1)'}(\rho) H_m^{(1)'}(\rho)}{|H_m^{(1)}(\rho)|^2} |w_m|^2.
\]
\[
= 2\pi \rho \sum_{|m| \leq N} \left[ \text{Re} \left( H_m^{(1)'}(\rho) H_m^{(1)}(\rho) \right) + i \left( J_m(\rho) Y_m(\rho) - J_m'(\rho) Y_m(\rho) \right) \right] C_m
\]
\[
= \sum_{|m| \leq N} \left[ \pi \rho \frac{d M_m^2(\rho)}{d\rho} + 4i \right] C_m,
\]
where in the last identity we have used the Wronskian formula (see [?, eq. (10.5.2)]):
\[
\pi \rho \left( J_m(\rho) Y_m(\rho) - J_m'(\rho) Y_m(\rho) \right) = 2.
\]

Since \( M_m(\rho) \) is decreasing on the positive real axis (see [?]), we obtain (3.8).

Next we prove (3.9). Since \( |\nabla_T w| = \frac{1}{R} \left| \frac{\partial w}{\partial \theta} \right| \), we deduce that
\[
R \int_{\Gamma_R} \left( k^2 |w|^2 - |\nabla_T w|^2 + |T_N w|^2 \right)
\]
\[
= 2\pi \sum_{m \in \mathbb{Z}} \left( \rho^2 - m^2 \right) |w_m|^2 + 2\pi \rho^2 \sum_{|m| \leq N} N_m^2(\rho) C_m
\]
\[
= 2\pi \sum_{m \in \mathbb{Z}} M_m^2(\rho) \left( \rho^2 - m^2 \right) C_m + 2\pi \rho^2 \sum_{|m| \leq N} N_m^2(\rho) C_m.
\]

It suffices to prove
\[
\sum_{|m| \leq N} \left( \frac{\rho}{2} \frac{d M_m^2}{d\rho} + (\rho^2 - m^2) M_m^2 + \rho^2 N_m^2 - \frac{4\rho}{\pi} \right) C_m + \sum_{|m| > N} (\rho^2 - m^2) M_m^2 C_m \leq 0.
\]

The second term on the left-hand side is clearly negative since \( \rho = kR \leq N \). From [?, eq. (2.13)], we know that
\[
\frac{\rho}{2} \frac{d M_m^2}{d\rho} + (\rho^2 - m^2) M_m^2 + \rho^2 N_m^2 - \frac{4\rho}{\pi} \leq 0 \quad \forall \rho > 0.
\]

The first term on the left-hand side is also negative. This proves (3.9). \( \square \)
3.4 The inf-sup condition for $b_N$

The purpose of this subsection is to prove the inf-sup condition for $b_N$. It yields the well-posedness of problem (3.3) naturally. For any $\xi \in L^2(D_R)$, we consider the problem

$$\Delta w + k^2 w = \xi \quad \text{in } D_R,$$
$$w = 0 \quad \text{on } \Gamma,$$
$$\frac{\partial w}{\partial n} = T_N w \quad \text{on } \Gamma_R.$$  \hfill (3.11a, 3.11b, 3.11c)

Its weak formulation is to seek for $w \in V_R$ such that

$$b_N(w, v) = -\langle \xi, v \rangle_{D_R} \quad \forall v \in V_R. \quad (3.12)$$

First we prove the stability of the solution to (3.12).

**Lemma 3.4.** If $N \geq kR$, there holds

$$\|w\|_{V_R} \lesssim \|\xi\|_{L^2(D_R)}. \quad (3.13)$$

**Proof.** Integrating in $D_R$ the two identities

$$\nabla \cdot (x |w|^2) = 2|w|^2 + (x \cdot \nabla w)w + w(x \cdot \nabla w),$$
$$\nabla \cdot (x |\nabla w|^2) = \nabla (x \cdot \nabla w) \cdot \nabla w + \nabla w \cdot \nabla (x \cdot \nabla w),$$

we get

$$2\|w\|_{L^2(D_R)}^2 + 2\Re(w, x \cdot \nabla w)_{D_R} = R\|\nabla w\|_{L^2(\Gamma_R)}^2, \quad (3.14)$$
$$2\Re(\nabla w, \nabla (x \cdot \nabla w))_{D_R} = R\|\nabla w\|_{L^2(\Gamma_R)}^2 - \int_{\Gamma} x \cdot n |\nabla w|^2. \quad (3.15)$$

Multiplying both sides of (3.11a) by $v = x \cdot \nabla w$ and integrating by parts in $D_R$, we obtain

$$b_N(w, v) + \int_{\Gamma} \frac{\partial w}{\partial n} (x \cdot \nabla w) = -\langle \xi, x \cdot \nabla w \rangle_{D_R}, \quad (3.16)$$

where the unit normal $n$ on $\Gamma$ points to $\Omega_e$. Taking the real part of (3.16) and using (3.14)–(3.15), we have

$$2k^2\|w\|_{L^2(D_R)}^2 + R\|\nabla w\|_{L^2(\Gamma_R)}^2 + 2\Re\int_{\Gamma} \frac{\partial w}{\partial n} (x \cdot \nabla w)$$

$$= \int_{\Gamma} x \cdot n |\nabla w|^2 + 2\Re(\nabla w, x \cdot \nabla w)_{\Gamma_R} + k^2 R\|w\|_{L^2(\Gamma_R)}^2 - 2\Re(\xi, x \cdot \nabla w)_{D_R}. \quad (3.17)$$

Since $\nabla w = \frac{\partial w}{\partial n} n + \nabla_T w$ on $\Gamma \cup \Gamma_R$ and $w = 0$ on $\Gamma$, we have $\nabla_T w = 0$ on $\Gamma$. Then

$$\Re\int_{\Gamma} \frac{\partial w}{\partial n} (x \cdot \nabla w) = \int_{\Gamma} x \cdot n \left|\frac{\partial w}{\partial n}\right|^2 = \int_{\Gamma} x \cdot n |\nabla w|^2.$$
Similarly, since $x \cdot \nabla w = R \frac{\partial w}{\partial n} = R T_N w$ on $\Gamma_R$, we have
\[
\text{Re}(T_N w, x \cdot \nabla w)_{\Gamma_R} = R \left\| \frac{\partial w}{\partial n} \right\|_{L^2(\Gamma_R)}^2 = R \| T_N w \|^2_{L^2(\Gamma_R)}.
\]
Inserting the above equalities into (3.17) yields
\[
2k^2 \| w \|^2_{L^2(D_R)} = - \int_{\Gamma} x \cdot n |\nabla w|^2 + R \int_{\Gamma} (k^2 |w|^2 - |\nabla T w|^2 + |T_N w|^2)
- 2 \text{Re}(\xi, x \cdot \nabla w)_{D_R}.
\] (3.18)

Taking $v = w$ in (3.12) shows
\[
\| \nabla w \|^2_{L^2(D_R)} - k^2 \| w \|^2_{L^2(D_R)} - \langle T_N w, w \rangle_{\Gamma_R} = - \langle \xi, w \rangle_{D_R}.
\] (3.19)

Summing (3.18) and the real part of (3.19), we get
\[
\| w \|^2_{V_R} = - 2 \text{Re}(\xi, x \cdot \nabla w)_{D_R} - \text{Re}(\xi, w)_{D_R} + R \int_{\Gamma} (k^2 |w|^2 - |\nabla T w|^2 + |T_N w|^2)
- \int_{\Gamma} x \cdot n \left\| \frac{\partial w}{\partial n} \right\|^2 + \text{Re}(T_N w, w)_{\Gamma_R}.
\]

Since $\Omega$ is starlike, $x \cdot n > 0$ on $\Gamma$. From Lemma 3.3 and taking the imaginary part of (3.19), we find that
\[
\| w \|^2_{V_R} \leq - 2 \text{Re}(\xi, x \cdot \nabla w)_{D_R} - \text{Re}(\xi, w)_{D_R} + 2kR \text{Im}(T_N w, w)_{\Gamma_R}
- 2 \text{Re}(\xi, x \cdot \nabla w)_{D_R} - \text{Re}(\xi, w)_{D_R} + 2kR \text{Im}(\xi, w)_{D_R}
\leq C \| g \|^2_{L^2(D_R)} + \frac{1}{2} \| w \|^2_{V_R}.
\] (3.20)

This completes the proof. \( \square \)

**Lemma 3.5.** For any $\xi \in L^2(D_R)$, if $N \geq kR$, problem (3.11) has a unique solution.

**Proof.** From (3.1) and Lemma 3.1, it is easy to see that
\[
\| T_N g \|_{H^{-1/2}(\Gamma_R)} = R^{-1} \left( 2\pi R \sum_{|m| \leq N} (1 + m^2)^{-1/2} |h_m(kR)|^2 |g_m|^2 \right)^{1/2}
\leq R^{-1}(N + 2kR) \left( 2\pi R \sum_{|m| \leq N} |g_m|^2 \right)^{1/2}
= R^{-1}(N + 2kR) \| g \|_{L^2(\Gamma_R)}
\]
for any $g = \sum_{m \in \mathbb{Z}^2} g_m e^{im\theta} \in H^{1/2}(\Gamma_R)$. Since $H^{1/2}(\Gamma_R)$ is embedded compactly into $L^2(\Gamma_R)$, $T_N : H^{1/2}(\Gamma_R) \to H^{-1/2}(\Gamma_R)$ is a compact operator. Therefore, (3.11) is a Fredholm-type problem. Lemma 3.4 actually proves the uniqueness of the solution $w$ to (3.11). The existence of $w$ follows from its uniqueness. \( \square \)
Theorem 3.1. If $N \geq kR$, the sesquilinear form $b_N$ admits the inf-sup condition

$$
\|w\|_{V_k} \lesssim k \sup_{0 \neq v \in V_R} \frac{|b_N(w,v)|}{\|v\|_{V_k}} \quad \forall w \in V_R.
$$

Proof. For any $\xi, \eta \in H^{1/2}(\Gamma_R)$, suppose their Fourier expansions are given by

$$
\xi = \sum_{m \in \mathbb{Z}} \xi_m e^{im\theta}, \quad \eta = \sum_{m \in \mathbb{Z}} \eta_m e^{im\theta}.
$$

From (3.1), it is easy to see

$$
\langle T_N \xi, \eta \rangle_{\Gamma_R} = 2\pi \sum_{|m| \leq N} h_m(kR) \xi_m \bar{\eta}_m = \langle T_N \bar{\xi}, \eta \rangle_{\Gamma_R}.
$$

For any $w \in V_R$, we consider the dual problem of (3.11): find $\phi \in V_R$ such that

$$
(\nabla v, \nabla \phi)_{D_R} - k^2 (v, \phi)_{D_R} - \langle T_N v, \phi \rangle_{\Gamma_R} = 2k^2 (v, w)_{D_R} \quad \forall v \in V_R.
$$

Using (3.22), the complex conjugate of $\phi$ satisfies

$$
(\nabla \bar{\phi}, \nabla \bar{\nu})_{D_R} - k^2 (\bar{\phi}, \bar{\nu})_{D_R} - \langle T_N \bar{\phi}, \bar{\nu} \rangle_{\Gamma_R} = 2k^2 (\bar{\nu}, w)_{D_R} \quad \forall \nu \in V_R.
$$

By the arbitrariness of $\nu, \bar{\nu} \in V_R$ is the solution to the problem

$$
b_N(\bar{\nu}, \nu) = 2k^2 (\bar{\nu}, w)_{D_R} \quad \forall \nu \in V_R.
$$

From Lemmas 3.4 and 3.5, $\phi$ exists uniquely and satisfies

$$
\|\phi\|_{V_k} \lesssim 2k \|w\|_{L^2(D_R)} \lesssim k \|w\|_{V_k}.
$$

Now using $\text{Re} \langle T_N w, w \rangle \leq 0$ and equation (3.23) with $v = w$, we have

$$
\|w\|_{V_k}^2 \leq 2k^2 \|w\|_{L^2(D_R)}^2 + \text{Re} b_N(w, w) = \text{Re} b_N(w, w + \phi).
$$

Note from (3.25) that $\|w + \phi\|_{V_k} \lesssim k \|w\|_{V_k}$. Then the inf-sup condition follows directly

$$
\|w\|_{V_k} \leq \frac{\text{Re} b_N(w, w + \phi)}{\|w\|_{V_k}} \lesssim k \frac{|b_N(w, w + \phi)|}{\|w + \phi\|_{V_k}} \leq k \sup_{0 \neq v \in V_k} \frac{|b_N(w, v)|}{\|v\|_{V_k}}.
$$

The proof is finished. $\square$

3.5 Convergence rate of $u^N$

Now we are going to prove that the approximate solution $u^N$ converges to the scattering solution $u$ exponentially as $N$ increases. The Fourier series of $u$ is given as follows

$$
u(r, \theta) = \sum_{m \in \mathbb{Z}} u_m(r) e^{im\theta}, \quad u_m(r) = \frac{1}{2\pi} \int_0^{2\pi} u(r \cos \theta, r \sin \theta) e^{-im\theta} d\theta \quad \forall r > R_0.
$$
Lemma 3.6. Let $\lambda > 1$ be a constant and $N \geq \max \left(\lambda kR, \frac{5\lambda^2(4\lambda^2+1)}{4(\lambda^2-1)^2} + 1\right)$. Then

$$|u_m(R)| \leq \frac{3e^{2\sqrt{\lambda^2-1}}}{(1-\lambda^{-2})^{1/4}} \left(\frac{R_1}{R}\right)^m |u_m(R_1)| \quad \forall m \in \mathbb{Z}, \text{satisfying } |m| \geq N. \quad (3.27)$$

Proof. Comparing (3.26) with (2.5), we obtain the relationship between $u_m(R)$ and $u_m(R_1)$

$$u_m(R) = \frac{H_m^{(1)}(kR)}{H_m^{(1)}(kR_1)} u_m(R_1). \quad (3.28)$$

It suffices to estimate $B_m := \left| \frac{H_m^{(1)}(kR)}{H_m^{(1)}(kR_1)} \right|$. Since $B_{-m} = B_m$, we only consider the case of $m > 0$ without loss of generality.

From Lemma 3.2, for $m > N \geq \max \left(\lambda kR, \frac{5\lambda^2(4\lambda^2+1)}{4(\lambda^2-1)^2} + 1\right)$, we have

$$\frac{1}{2} \Theta(kR/m) \leq \left| \frac{H_m^{(1)}(kR)}{H_m^{(1)}(kR_1)} \right| \leq \frac{1.5}{(1-\lambda^{-2})^{1/4}} \Theta(kR/m), \quad (3.29)$$

where

$$\Theta(s) := \sqrt{\frac{2}{\pi m}} \left( \frac{se^{1-s^2}}{1 + \sqrt{1-s^2}} \right)^{-m}.$$ 

Direct calculations show that

$$\frac{\Theta(kR/m)}{\Theta(kR_1/m)} \leq \left(\frac{R_1}{R}\right)^m e^{\frac{kr[1-(R_1/R)]^2}{(m/kR)^2-1}} \leq \left(\frac{R_1}{R}\right)^m e^{\frac{kr}{2\sqrt{\lambda^2-1}}}. \quad (3.30)$$

Using (3.29) and (3.30), an upper bound of $B_m$ is estimated as follows

$$B_m \leq \frac{3}{(1-\lambda^{-2})^{1/4}} \frac{\Theta(kR/m)}{\Theta(kR_1/m)} \leq \frac{3e^{2\sqrt{\lambda^2-1}}}{(1-\lambda^{-2})^{1/4}} \left(\frac{R_1}{R}\right)^m.$$ 

The proof is finished. $\square$

Theorem 3.2. Suppose $N \geq 1.7kR$ and $R \geq 2R_1$. Let $u$ and $u^N$ be the solutions to (2.7) and (3.3), respectively. Then

$$\|u-u^N\|_{V_k} \lesssim k \left(\frac{R_1}{R}\right)^{2N/3} \|f\|_{L^2(D_{R_1})}. \quad (3.31)$$

Proof. By the inf-sup condition (3.21), we have

$$\|u-u^N\|_{V_k} \lesssim k \sup_{0 \neq v \in V_k} \frac{|b_N(v, u-u^N, v)|}{\|v\|_{V_k}} = k \sup_{0 \neq v \in V_k} \frac{|\langle (T_N)u, v \rangle_{V_k}|}{\|v\|_{V_k}}. \quad (3.32)$$
Using Lemma 3.6 and \((1 - \lambda^{-2}) \geq 1\), and the estimate in Lemma 3.1, we have

\[
|\langle (T - T_N)u, v \rangle_{\Gamma_R} | = 2\pi \sum_{|m| > N} h_m(kR) u_m(R) \overline{v_m(R)}
\]

\[
\lesssim e^{\frac{kR}{2}} \sum_{|m| > N} \left( \frac{R_1}{R} \right)^m \sqrt{1 + m^2} |u_m(R_1)| \|v_m(R_1)\| \|v\|_{H^{1/2}(\Gamma_R)}
\]

\[
\lesssim e^{\frac{kR}{2}} \left( \frac{R_1}{R} \right)^N \|u\|_{V_R} \|v\|_{V_R},
\]

(3.33)

We choose \(\lambda = 1.7\) and let \(R \geq 2R_1\). Since \(N \geq \lambda kR\), some simple calculations yield

\[
e^{\frac{kR}{2}} \left( \frac{R_1}{R} \right)^N \leq e^{\frac{kR}{2}} \left( 2^{-N/3} \right) (e^{0.215} 2^{-1/3})^N < 1.
\]

Substituting the estimate into the last inequality of (3.33) yields

\[
|\langle (T - T_N)u, v \rangle_{\Gamma_R} | \lesssim \left( \frac{R_1}{R} \right)^{2N/3} \|u\|_{V_R} \|v\|_{V_R},
\]

which together with (3.32) leads to

\[
\|u - u_N\|_{V_R} \lesssim k \left( \frac{R_1}{R} \right)^{2N/3} \|u\|_{V_R} \lesssim k \left( \frac{R_1}{R} \right)^{2N/3} \|u - u_N\|_{V_R} + k \left( \frac{R_1}{R} \right)^{2N/3} \|u_N\|_{V_R}.
\]

Noting \(N \geq \lambda kR\) and then \(k \left( \frac{R_1}{R} \right)^{2N/3} \ll \frac{1}{2}\) for large \(k\), and using the stability estimate \(\|u_N\|_{V_R} \lesssim \|f\|_{L^2(D_R)}\) (cf. Lemma 3.4), we conclude the proof of this theorem. \(\Box\)

### 3.6 The \(H^2\)-stability

Next we prove the \(H^2\)-stability of the solutions to problems (3.5) and (3.11). It will be used in proving error estimates for the CIP-FEM in the next section.

First we consider an elliptic problem with DtN boundary condition:

\[
\Delta z = \eta \quad \text{in} \quad D_{R_2},
\]

\[
z = 0 \quad \text{on} \quad \Gamma,
\]

\[
\frac{\partial z}{\partial n} = T_N z \quad \text{on} \quad \Gamma_{R},
\]

(3.34)
where $\eta \in L^2(D_R)$. Its weak formulation is to seek for $z \in V_R$ such that

$$\langle \nabla z, \nabla v \rangle_{D_R} - \langle T_N z, v \rangle_{\Gamma_R} = (\eta, v)_{D_R} \quad \forall v \in V_R.$$  \hspace{1cm} (3.35)

From (3.8), Re$(T_N z, v)_{\Gamma_R} \leq 0$. The left-hand side of (3.35) provides a coercive sesquilinear form on $V_R$. The Lax-Milgram lemma implies that problem (3.34) has a unique solution. The following lemma states the $H^2$-stability for $z$.

**Lemma 3.7.** The solution to (3.34) satisfies

$$|z|_{H^2(D_R)} \leq \|\eta\|_{L^2(D_R)}. \hspace{1cm} (3.36)$$

**Proof.** For any $v \in C_0^\infty(\Omega_R)$, the formula of integral by parts shows

$$\int_{\Gamma_R} v_x(\bar{v}_{yy}n_x - \bar{v}_{yx}n_y) = (v_{xx}, \bar{v}_{yy})_{D_R} - \|v_{xy}\|_{L^2(\Gamma_R)}^2 = \int_{\Gamma_R} \bar{v}_{yy}(v_{xx}n_y - v_{xy}n_x),$$

where $n = (n_x, n_y)$ and $t = (-n_y, n_x)$ denote the unit outer normal and unit tangential vectors on $\Gamma_R$, respectively. Note that

$$v_x = \frac{\partial v}{\partial n} n_x - \frac{\partial v}{\partial t} n_y, \quad v_y = \frac{\partial v}{\partial n} n_y + \frac{\partial v}{\partial t} n_x \quad \text{on } \Gamma_R.$$ 

Simple calculations show

$$v_x(\bar{v}_{yy}n_x - \bar{v}_{yx}n_y) + v_y(\bar{v}_{xx}n_y - \bar{v}_{xy}n_x) = \frac{\partial v}{\partial n} \frac{\partial^2 v}{\partial t^2} - \frac{\partial v}{\partial t} \frac{\partial^2 v}{\partial n \partial t} + 1 \|\nabla v\|^2 \quad \text{on } \Gamma_R.$$ 

This leads to

$$2\text{Re}(v_{xx}, v_{yy})_{D_R} = 2\|v_{xy}\|_{L^2(\Gamma_R)}^2 + \int_{\Gamma_R} \left( \frac{\partial v}{\partial n} \frac{\partial^2 v}{\partial t^2} - \frac{\partial v}{\partial t} \frac{\partial^2 v}{\partial n \partial t} \right) + 1 \|\nabla v\|_{L^2(\Gamma_R)}^2.$$ 

Moreover, we have

$$\|\Delta v\|_{L^2(\Gamma_R)} = \|v_{xx}\|_{L^2(\Gamma_R)} + \|v_{yy}\|_{L^2(\Gamma_R)} + 2\text{Re}(v_{xx}, v_{yy})_{D_R}$$

$$= |v|^2_{H^2(D_R)} + \frac{1}{R} \|\nabla v\|_{L^2(\Gamma_R)}^2 + \left( \frac{\partial v}{\partial n} \frac{\partial^2 v}{\partial t^2} \right)_{\Gamma_R} - \left( \frac{\partial v}{\partial t} \frac{\partial^2 v}{\partial n \partial t} \right)_{\Gamma_R}. \hspace{1cm} (3.37)$$

Now we prove the $H^2$-stability of $z$. Note that $T_N z \in C^\infty(\Gamma_R)$ and $\Gamma_R \subset C^1$-smooth curves. The regularity results for elliptic problems show $z \in H^2(D_R)$. Since the space $\{ v_{|D_R} : v \in C_0^\infty(\Omega_R) \}$ is dense in $H^2(D_R) \cap V_R$, we can choose a sequence of functions $v_n \in \{ v_{|D_R} : v \in C_0^\infty(\Omega_R) \}$ such that

$$\lim_{n \to +\infty} \|v_n - z\|_{H^2(D_R)} = 0.$$ 

Since each $v_n$ satisfies equation (3.37), we can take limits on both sides of the equation by passing $n \to +\infty$ and get

$$\|\Delta z\|_{L^2(\Gamma_R)} = |z|^2_{H^2(D_R)} + \frac{1}{R} \|\nabla z\|_{L^2(\Gamma_R)}^2 + \left( \frac{\partial z}{\partial n} \frac{\partial^2 z}{\partial t^2} \right)_{\Gamma_R} - \left( \frac{\partial z}{\partial t} \frac{\partial^2 z}{\partial n \partial t} \right)_{\Gamma_R}, \hspace{1cm} (3.38)$$
where the third and fourth terms on the right-hand of (3.38) are understood as the duality pairing between $H^{1/2}(\Gamma) \times H^{-1/2}(\Gamma_R)$. Using the DtN boundary condition (3.34c), the above equality is equivalent to
\[
\|\Delta z\|_{L^2(D_R)}^2 = |z|_{H^1(D_R)}^2 + \frac{1}{R} \|\nabla z\|_{L^2(\Gamma_R)}^2 + \left\langle T_{Nz}, \frac{\partial^2 z}{\partial t^2} \right\rangle_{\Gamma_R} - \left\langle \frac{\partial z}{\partial t}, \frac{\partial}{\partial t} (T_{Nz}) \right\rangle_{\Gamma_R}.
\]
From (3.1) and the fact that $\frac{\partial}{\partial t} = \frac{1}{r} \frac{\partial}{\partial \theta}$, we find that
\[
\left\langle T_{Nz}, \frac{\partial^2 z}{\partial t^2} \right\rangle_{\Gamma_R} - \left\langle \frac{\partial z}{\partial t}, \frac{\partial}{\partial t} (T_{Nz}) \right\rangle_{\Gamma_R} = \frac{4\pi}{R^2} \sum_{|m| \leq N} m^2 |z_m|^2 \text{Re} h_m(k R).
\]
From [?, eq. (3.24a)], we know that $\text{Re} h_m(k R) \leq 0$. This means that the left-hand side of the above equation is positive. Therefore, we have $|z|_{H^1(D_R)} \leq \|D z\|_{L^2(D_R)}$. The proof is finished by using (3.34a).

**Theorem 3.3.** Let $w \in V_R$ be the solution to (3.11), then $w \in H^2(D_R)$. Moreover, if $N \geq k R$, the following estimate holds
\[
|w|_{H^2(D_R)} \lesssim \|\xi\|_{L^2(D_R)}.
\]

**Proof.** From Lemma 3.7, we have
\[
|w|_{H^2(D_R)} \lesssim \|\xi\|_{L^2(D_R)} + k^2 \|w\|_{L^2(D_R)} \lesssim \|\xi\|_{L^2(D_R)} + k \|w\|_{V_R}.
\]
Then inequality (3.39) follows directly from Lemma 3.4.

**Corollary 3.1.** Let $u^N \in V_R$ be the solution to (3.5), then $u^N \in H^2(D_R)$. Moreover, if $N \geq k R$, the following estimate holds
\[
\|u^N\|_{V_R} + k^{-1} |u^N|_{H^2(D_R)} \lesssim \|f\|_{L^2(D_R)}.
\]

**Proof.** The corollary is a direct consequence of Lemma 3.4 and Theorem 3.3.

### 4 CIP-FEM and its preasymptotic error analysis

In this section, we propose a CIP-FEM for the truncated DtN problem (3.3) and give a preasymptotic error analysis for the discrete solution.

#### 4.1 Finite element meshes

Note that both $\Gamma$ and $\Gamma_R$ are curved boundaries. We can not subdivide $D_R$ into the union of triangles which only have straight edges. To solve the issue, we follow Melenk and Sauter [?] to partition $D_R$ into meshes of curved triangles.

Let $M_H$ be a coarse triangulation of $D_R$ such that $D_R = \bigcup_{K \in M_H} K$. For each element $K \in M_H$, let $h_K$ denote the diameter of the smallest ball which contains $K$. The mesh size of $M_H$ is denoted by $H := \max_{K \in M_H} h_K$. Now we make some assumptions on the macro partition $M_H$.
(A1) Each $K \in \mathcal{M}_H$ has at most one curved edge on $\partial D_R$, or equivalently, at most two vertices on $\partial D_R$.

(A2) If $K$ has at most one vertex on $\partial D_R$, then all edges of $K$ are straight.

(A3) For any $K \in \mathcal{M}_H$, there are two closed balls $B_k^{(1)}, B_k^{(2)}$ such that

$$B_k^{(1)} \subset K \subset B_k^{(2)}, \quad \text{diameter}(B_k^{(1)}) \geq \sigma_1 H, \quad \text{diameter}(B_k^{(2)}) \leq \sigma_2 H,$$

where $\sigma_1, \sigma_2$ are two positive constants independent of $K$ and $H$.

In fact, assumption (A3) implies that elements in $\mathcal{M}_H$ are quasi-uniform and shape-regular.

For each $K \in \mathcal{M}_H$, let $T_K$ denote the closed triangle whose three edges are straight and whose vertices are the same as the vertices of $K$. Clearly $T_K = K$ if $K$ has at most one vertex on $\partial D_R$. By assumption (A3), $\hat{\mathcal{M}}_H := \{ T_K : K \in \mathcal{M}_H \}$ provides a quasi-uniform, shape-regular, and body-fitted mesh of $D_R$. We define a polygonal domain by

$$\hat{D}_R := \text{interior} \left( \bigcup_{T_K \in \hat{\mathcal{M}}_H} T_K \right).$$

Since $\Gamma$ is piecewise $C^2$-smooth, it is reasonable to assume that

(A4) There is a bi-Lipschitz and one-to-one mapping $\chi : \overline{D_R} \to \overline{\hat{D}_R}$ which is $C^2$-smooth on each $K \in \mathcal{M}_H$ and satisfies $T_K = \chi(K)$.

Let $\{ \hat{\mathcal{M}}_h : h < H \}$ be a family of triangular meshes of $\hat{D}_R$, which are obtained successively by uniform refinements of $\hat{\mathcal{M}}_H$. In other words, each triangle is divided into four triangles of the same shape. The fine meshes of $D_R$ are defined by

$$\mathcal{M}_h := \left\{ K = \chi^{-1}(\hat{K}) : \forall \hat{K} \in \hat{\mathcal{M}}_h \right\}, \quad h := \max_{K \in \mathcal{M}_h} h_K.$$

For any $K \in \mathcal{M}_h$, $\chi_K := \chi|_K$ may depend on the macro mesh-size $H$, but is independent of $h$. Since $\chi_K$ is one-to-one and $C^2$-smooth, it is reasonable to assume that

(A5) There is a constant $C$ which depends on $H$ but is independent of $h$ such that

$$\| \chi_K \|_{W^{2,\infty}(K)} \leq C, \quad \| \chi_K^{-1} \|_{W^{2,\infty}(\hat{K})} \leq C \quad \forall K \in \mathcal{M}_h, \ \hat{K} = \chi(K).$$

Since $\hat{\mathcal{M}}_h$ is quasi-uniform and shape-regular, it is easy to show that $\mathcal{M}_h$ is also quasi-uniform and shape-regular. The details are omitted.
4.2 Finite element spaces

Now we define the FE space associated with $\mathcal{M}_h$. First let the FE space on the polygonal domain $\hat{\mathcal{D}}$ be defined by

$$\hat{V}_h = \left\{ v_h \in H^1(\hat{\mathcal{D}}) : v_h|_{\hat{\Gamma}} = 0, \ v_h|_{\hat{K}} \in P_1(\hat{K}), \ \forall \hat{K} \in \hat{\mathcal{M}}_h \right\},$$

where $\hat{\Gamma} := \chi(\Gamma)$ and $P_1(\hat{K})$ denotes the space of all linear polynomials on $\hat{K}$. The FE space on $\mathcal{D}_R$ is defined by

$$V_h = \left\{ v_h \circ \chi : \forall v_h \in \hat{V}_h \right\}. \quad (4.1)$$

Since $\chi : \mathcal{D}_R \rightarrow \hat{\mathcal{D}}$ is continuous and one-to-one, it is easy to see that $V_h \subset V_R$.

4.3 Finite element approximation of (3.3)

Now we formulate the CIP-FE approximation to problem (3.3). For convenience, we endow each element $K \in \mathcal{M}_h$ a unique index $i_K \in \mathbb{N}$. Let $\mathcal{E}_I^h$ be the set of all interior edges of $\mathcal{M}_h$. The jump of a function $v$ across an edge $e = \partial K \cap \partial K' \in \mathcal{E}_I^h$ is defined as follows

$$[v]_e := \begin{cases} v|_K - v|_{K'}, & \text{if } i_K > i_{K'}, \\ v|_{K'} - v|_K, & \text{if } i_{K'} > i_K. \end{cases} \quad (4.2)$$

We define the spaces of piecewise regular functions by

$$H^2(\mathcal{M}_h) := \left\{ v \in L^2(\mathcal{D}_R) : v|_K \in H^2(K), \ \forall K \in \mathcal{M}_h \right\}, \quad W := V_R \cap H^2(\mathcal{M}_h),$$

which are equipped with the semi-norm

$$|v|_{H^2(\mathcal{M}_h)} := \left( \sum_{K \in \mathcal{M}_h} |v|_{H^2(K)}^2 \right)^{1/2}.$$

Remember that $\chi$ is $C^2$-smooth on each element $K \in \mathcal{M}_h$. Therefore, we have $V_h \subset W$.

For any $w, v \in W$, we define the sesquilinear form of interior Neumann penalties by

$$J(w, v) := \sum_{e \in \mathcal{E}_I^h} \gamma_e h_e \langle [v \cdot n], [\nabla v \cdot n] \rangle_e, \quad (4.3)$$

where $h_e$ is the length of edge $e$ and $\gamma_e$ is a parameter with nonpositive imaginary part. Let $b_h : W \times W \rightarrow \mathbb{C}$ be a sesquilinear form defined by

$$b_h(w, v) := b_N(w, v) + J(w, v) \quad \forall w, v \in W.$$

The CIP-FEM for problem (3.3) is defined as follows: find $u^N_h \in V_h$ such that

$$b_h(u^N_h, v_h) = -(f, v_h)_{\mathcal{D}_R} \quad \forall v_h \in V_h. \quad (4.4)$$
Note that \( f(w,v) \) = 0 for all \( w \in H^2(D_R) \) and \( v \in W \), the solution of (3.3) also satisfies
\[
    b_h(u^N,v) = -(f,v)_{D_R} \quad \forall v \in W.
\] (4.5)

This yields the Galerkin orthogonality
\[
    b_h(u^N-u_h^N,v_h) = 0 \quad \forall v_h \in V_h.
\] (4.6)

4.4 Elliptic projection operator

The elliptic projection operator will play an important role in the presymptotic error analysis [?, ?, ?, ?]. For simplicity, we assume \( \gamma \equiv \gamma \) and define
\[
a_h(w,v) = \langle \nabla w, \nabla v \rangle_{D_R} + k^2(w,v)_{D_R} - \langle T_N w, v \rangle_{R_k} + f(w,v).
\]
The elliptic projection \( P_h: V_R \cap H^2(D_R) \rightarrow V_h \) is defined by: for any \( w \in V_R \cap H^2(D_R) \), find \( \Pi_h w \in V_h \) such that
\[
a_h(v_h, \Pi_h w) = a_h(v_h, w) \quad \forall v_h \in V_h.
\] (4.7)

Since Re\( \langle T_N w, v \rangle_{R_k} \leq 0 \) and \( \langle T_N w, v \rangle_{R_k} \approx \|w\|_{V_k} \|v\|_{V_k} \), by arguments similar to the proof of [?, Lemma 4.2], we get the continuity and coercivity of \( a_h \). The details are omitted.

**Lemma 4.1.** There exists a constant \( \gamma_0 > 0 \) such that, if \( \text{Re} \gamma \geq -\gamma_0 \) and \( |\gamma| \leq 1 \), then for any \( w, v \in W \) and \( v_h \in V_h \),
\[
    |a_h(w,v)| \lesssim (\|w\|_{V_k} + h\|w\|_{H^2(M_h)}) (\|v\|_{V_k} + h|v|_{H^2(M_h)}),
\] (4.8)
\[
    \text{Re} a_h(v_h,v_h) \gtrsim \|v_h\|_{V_k}^2.
\] (4.9)

In fact, Lemma 4.1 shows that problem (4.7) has a unique solution and \( P_h \) is well-defined. Now we are ready to prove the error estimates for the elliptic projection.

**Lemma 4.2.** Let the condition of Lemma 4.1 be satisfied and suppose \( kh \lesssim 1 \). Then
\[
    \|w - P_h w\|_{L^2(D_R)} + h\|w - P_h w\|_{V_k} \lesssim h^2\|w\|_{H^2(D_R)} \quad \forall w \in V_R \cap H^2(D_R). \] (4.10)

**Proof.** Let \( \tilde{\Pi}_h: C_B(\tilde{D}_R) \rightarrow \tilde{V}_h \) be the Lagrangian FE interpolation operator (cf. [?, ?]). It is well-known that
\[
    \|\tilde{w} - \tilde{\Pi}_h \tilde{w}\|_{L^2(\tilde{K})} + h\|\tilde{w} - \tilde{\Pi}_h \tilde{w}\|_{H^1(\tilde{K})} \lesssim h^2\|\tilde{w}\|_{H^2(\tilde{K})} \quad \forall \tilde{w} \in H^2(\tilde{K}), \tilde{K} \in \tilde{M}_h.
\]

For any \( w \in H^2(D_R) \) \( \rightarrow C_B(D_R) \), since \( \chi^{-1} \) is continuous, we have \( \tilde{w} := w \circ \chi^{-1} \in C_B(\tilde{D}_R) \). The FE interpolation \( \pi_h w \in V_h \) of \( w \) is defined by
\[
    \pi_h w := (\tilde{\Pi}_h \tilde{w}) \circ \chi \quad \text{on } D_R.
\]

Using assumption (A5), we deduce that
\[
    \|w - \pi_h w\|_{L^2(\tilde{K})} \lesssim \|\tilde{w} - \tilde{\Pi}_h \tilde{w}\|_{L^2(\tilde{K})} \lesssim h^2\|\tilde{w}\|_{H^2(\tilde{K})},
\]
\[
    \|w - \pi_h w\|_{H^1(\tilde{K})} \lesssim \|\tilde{w} - \tilde{\Pi}_h \tilde{w}\|_{H^1(\tilde{K})} \lesssim h\|\tilde{w}\|_{H^2(\tilde{K})}.
\]
Together with the assumption $kh \lesssim 1$, the above estimates yield
\[
\|w - \pi_h w\|_{L^2(D_h)} + h \|w - \pi_h w\|_{V_k} \lesssim h^2 \|w\|_{H^2(D_h)} \quad \forall w \in H^2(D_h). \tag{4.11}
\]

Now we estimate $\|\tau_k w - \mathcal{P}_h w\|_{V_k}$. For any $v_k \in V_k$, $\hat{v}_h := v_h \circ \chi^{-1} \in \hat{V}_h$ is a piecewise linear function. Using assumption (A5), we find that
\[
|v_h|_{H^p(K)} \lesssim |\hat{v}_h|_{H^p(\hat{K})} + |\hat{v}_h - w|_{H^p(\hat{K})} \leq |v_h|_{H^p(K)} + |v_h - w|_{H^p(K)} + \|w\|_{H^p(K)},
\]
for any $K \in M_h$ and $\hat{K} = \chi(K)$. The coercivity and continuity of $a_h$ in Lemma 4.1 show
\[
\|\tau_k w - \mathcal{P}_h w\|_{V_k} \lesssim \text{Re} a_h (\tau_k w - \mathcal{P}_h w) = \text{Re} a_h (\tau_k w - \mathcal{P}_h w, \tau_k w - \mathcal{P}_h w) \lesssim \sum (\|\tau_k w - \mathcal{P}_h w\|_{V_k} + h |\tau_k w - \mathcal{P}_h w|_{H^2(M_h)}) \left(\|\tau_k w - \mathcal{P}_h w\|_{V_k} + h |\tau_k w - \mathcal{P}_h w|_{H^2(M_h)}\right).
\]
Together with (4.11), this shows
\[
\|w - \mathcal{P}_h w\|_{V_k} \lesssim h \|w\|_{H^2(D_h)}. \tag{4.12}
\]

To estimate $\|w - \mathcal{P}_h w\|_{L^2(D_h)}$, we consider the elliptic dual problem
\[
-\Delta z + k^2 z = w - \mathcal{P}_h w \quad \text{in } D_h, \tag{4.13a}
\]
\[
z = 0 \quad \text{on } \Gamma, \tag{4.13b}
\]
\[
\frac{\partial z}{\partial n} = T_N z \quad \text{on } \Gamma_R. \tag{4.13c}
\]
From Lemma 3.7, we have
\[
|z|_{H^2(D_h)} \lesssim \|w - \mathcal{P}_h w\|_{L^2(D_h)} + k^2 \|z\|_{L^2(D_h)}. \tag{4.14}
\]

Multiplying both sides of (4.13a) by $z$ and integrating by parts in $D_h$, we obtain
\[
\|z\|_{V_k}^2 - (T_N z, z)_{\Gamma_R} = (w - \mathcal{P}_h w, z)_{D_h}.
\]
Taking real part of the equality and using Young’s inequality, we have
\[
\|z\|_{V_k} \lesssim \frac{1}{k} \|w - \mathcal{P}_h w\|_{L^2(D_h)}.
\]
Combining the estimate with (4.14) yields
\[
\|z\|_{H^2(D_h)} \lesssim \|w - \mathcal{P}_h w\|_{L^2(D_h)}. \tag{4.15}
\]

Next multiplying both sides of (4.13a) by the conjugate of $w - \mathcal{P}_h w$ and integrating by parts in $D_h$, we get
\[
\|w - \mathcal{P}_h w\|_{L^2(D_h)}^2 = a_h (z, w - \mathcal{P}_h w) = a_h (z - \pi_h z, w - \mathcal{P}_h w) \lesssim \left(\|z - \pi_h z\|_{V_k} + h |z - \pi_h z|_{H^2(M_h)}\right) \left(\|w - \mathcal{P}_h w\|_{V_k} + h |w - \mathcal{P}_h w|_{H^2(M_h)}\right) \lesssim h^2 \|z\|_{H^2(D_h)} \|w\|_{H^2(D_h)}.
\]
Using (4.15), we get $\|w - \mathcal{P}_h w\|_{L^2(D_h)} \lesssim h^2 \|w\|_{H^2(D_h)}$. The proof is finished. \qed
4.5 Preasymptotic error analysis

The purpose of this section is to estimate the error between the scattering solution \( u \) and the FE solution \( u_h^N \). First we prove the preasymptotic error estimate between the truncated continuous solution \( u^N \) and the discrete solution \( u_h^N \).

**Lemma 4.3.** Let the assumptions of Lemma 4.1 be satisfied and assume \( N \geq kR \). Let \( u^N, u_h^N \) be the solutions to the truncated problem (3.3) and the discrete problem (4.4), respectively. There exists a positive \( C_0 \) independent of \( k, h, \) and \( \gamma \) such that, if \( k^3h^2 \leq C_0 \), then

\[
\| u^N - u_h^N \|_{V_R} \lesssim (kh + k^3h^2) \| f \|_{L^2(D_R)},
\]

\[
\| u^N - u_h^N \|_{L^2(D_R)} \lesssim k^2h^2 \| f \|_{L^2(D_R)}.
\]

**Proof.** Write \( e_h = u^N - u_h^N \in V_R, \eta_h = u^N - \mathcal{P}_h u^N \in V_h \) and \( \xi_h = u^N - \mathcal{P}_h u^N \in V_R \) for convenience. First we consider the dual problem: find \( w \in V_R \) such that

\[
b_N(v, w) = (v, e_h)_{D_R} \quad \forall v \in V_R.
\]

Since \( b_N \) satisfies the inf-sup condition in Theorem 3.1, the problem has a unique solution. By arguments similar to (3.23)–(3.24), the conjugate \( \overline{w} \) is the solution to the problem

\[
b_N(\overline{w}, v) = (\overline{v}, e_h)_{D_R} \quad \forall v \in V_R.
\]

Using Lemma 3.4 and Theorem 3.3, we get the stability estimates

\[
\| w \|_{V_R} + k^{-1} \| w \|_{H^2(D_R)} \lesssim \| e_h \|_{L^2(D_R)}.
\]

Similarly, from Corollary 3.1, we get the stability of \( u^N \)

\[
\| u^N \|_{V_R} + k^{-1} \| u^N \|_{H^2(D_R)} \lesssim \| f \|_{L^2(D_R)}.
\]

Using the Galerkin orthogonality (4.6), error estimates (4.10)–(4.11), and inequalities (4.18)–(4.19), we find that

\[
\| e_h \|_{L^2(D_R)}^2 = b_N(e_h, w) = b_h(e_h, w) = a_h(e_h, w - \mathcal{P}_h w) = a_h(u^N, w - \mathcal{P}_h w) - 2k^2(e_h, w - \mathcal{P}_h w) \\
\lesssim h^2 \| u^N \|_{H^2(D_R)} \| w \|_{H^2(D_R)} + k^2h^2 \| e_h \|_{L^2(D_R)} \| w \|_{H^2(D_R)} \\
\lesssim k^2h^2 \| f \|_{L^2(D_R)} \| e_h \|_{L^2(D_R)} + k^2h^2 \| e_h \|_{L^2(D_R)}.
\]

Therefore, there exists a positive constant \( C_0 \) such that, when \( k^3h^2 \leq C_0 \),

\[
\| e_h \|_{L^2(D_R)} \lesssim k^2h^2 \| f \|_{L^2(D_R)}.
\]

Next, we infer from (4.10), (4.19), and (4.20) that

\[
\| \xi_h \|_{L^2(D_R)} \lesssim h^2 \| u^N \|_{H^2(D_R)} \lesssim k^2h^2 \| f \|_{L^2(D_R)}
\]

\[
\| \eta_h \|_{L^2(D_R)} \lesssim \| \xi_h \|_{L^2(D_R)} + \| \xi_h \|_{L^2(D_R)} \lesssim k^2h^2 \| f \|_{L^2(D_R)}.
\]
It is easy to see that
\[
\begin{align*}
a_h(\overline{\mathbf{P}_h u^N}, v_h) &= a_h(\overline{v_h}, \mathbf{P}_h u^N) = a_h(\overline{v_h}, u^N) \quad \forall v_h \in V_h. \quad (4.21)
\end{align*}
\]

From (4.9), (4.21) and (4.6), we find that
\[
\|\eta_h\|_{V_R}^2 \lesssim \text{Re} a_h(\overline{\eta_h}, \overline{\eta_h}) = 2 k^2 \text{Re} (u^N_h - u^N_h, \overline{\eta_h})_{D_R} \lesssim k^6 h^4 \|f\|_{L^2(D_R)}^2.
\]

Therefore, using the triangle inequality, we have
\[
\|e_h\|_{V_R} \leq \|u^N - \mathbf{P}_h u^N\|_{V_R} + \|\eta_h\|_{V_R} \lesssim (k h + k^3 h^2) \|f\|_{L^2(D_R)}.
\]

The proof is finished. \( \square \)

Finally, we present the main result of the paper, which is a direct consequence of Theorem 3.2 and Lemma 4.3.

**Theorem 4.1.** Let \( u \) be the solution to the scattering problem (2.1) and let \( u^N_h \) be the solution to the finite problem problem (4.4). Assume that

- \( N \geq 1.7 k R, \ R \geq 2 R_1 \) and
- the assumptions of Lemma 4.1 are satisfied.

There exists a positive \( C_0 \) independent of \( k, h \), and the penalty parameter \( \gamma \) such that, when \( k^3 h^2 \leq C_0 \),
\[
\|u - u^N_h\|_{V_R} \lesssim \left[ k (\frac{R_1}{R})^{2N/3} + k h + k^3 h^2 \right] \|f\|_{L^2(D_R)}.
\]

**Remark 4.1.** Theorem 4.1 also holds for the linear FEM, that is, for \( \gamma = 0 \). Moreover, the theories in this paper can be easily extended to higher-order (CIP-)FEMs. Here we do not elaborate on the details and refer to [? ,?] for relevant studies. Some specific remarks on the theories are given below.

- The FE preasymptotic error estimates contain two terms. The first term in (4.16) is the order of \( O(k h) \) and comes from FE interpolation error. The second term is the order of \( O(k^3 h^2) \) and comes from high-frequency pollution error (see [?]).

- Although the theoretical analysis in our work only indicate that the error bound of CIP-FEM is not larger than that of the traditional FEM, the CIP-FEM is more efficient than FEM in solving high-frequency Helmholtz equation in practice. In fact, from the numerical experiments in the next section, we can see that the penalty parameter \( \gamma \) (namely, \( \gamma_c \) in (4.3)) may be tuned to reduce the pollution error greatly.
5 Numerical experiments

In this section, we solve the scattering problem (2.1) numerically by the CIP-FEM and the truncated DtN boundary condition defined on a circle of radius $R = 1$. The obstacle is defined by

$$
\Omega := \{ x = (x, y) \in \mathbb{R}^2 : x^2 + y^2 \leq R_0^2 \}, \quad R_0 = 0.5.
$$

The penalty parameters for the CIP-FEM are obtained by a dispersion analysis for Helmholtz equation on equilateral triangulations and have the expression

$$
\gamma_e = -\frac{\sqrt{3}}{24} - \frac{\sqrt{3}}{1728} (kh_e)^2 \quad \forall e \in \mathcal{E}_h^I.
$$

Figure 2 shows a quasi-uniform and body-fitted mesh of $D_R$. All triangles are approximately equilateral and their union forms a polygonal domain $\hat{D}_R$. For simplicity, we use $\hat{D}_R$ and the space $\hat{V}_h$ of piecewise linear functions (see subsection 4.2) to replace $D_R$ and $V_h$ in practical computations.

![Figure 2: A sample mesh for the truncated DtN method.](image)

From Theorem 4.1, the FE error estimate is given by

$$
\| u - u_h^N \|_{V_R} \leq C_1 kh + C_2 k^3 h^2 + C_3 k (R_1 / R)^{2N/3},
$$

where $C_j, j = 1, 2, 3$ are dependent of $f$. We remark that the third term is negligible for sufficiently large $N$. Moreover, from Lemma 4.3, the FE error estimate also requires $N \geq kR$. Therefore, we shall take $N = kR$ for the truncation of the DtN operator, except for specific declaration. Recall that the truncated DtN operator is defined by

$$
T_N w = R^{-1} \sum_{|m| \leq N} h_m(kR) w_m e^{im\theta}, \quad h_m(r) = r \frac{H_m^{(1)}(r)}{H_m^{(1)}(R)}.
$$
It’s well-known that computing $H_m^{(1)}(r)$ is difficult for large $m$. Fortunately, we have the recurrence relations (see [7, §10.6])

\[
\frac{H_m^{(1)\prime}(r)}{H_m^{(1)}(r)} = \frac{H_{m-1}^{(1)}(r)}{H_m^{(1)}(r)} = \frac{m}{r}, \quad \frac{H_m^{(1)\prime}(r)}{H_{m-1}^{(1)}(r)} = -\frac{H_m^{(1)}(r)}{H_{m-1}^{(1)}(r)} + \frac{m-1}{r},
\]

which provide an efficient way for computing $h_m(r)$

\[
h_m(r) = r \frac{H_m^{(1)\prime}(r)}{H_m^{(1)}(r)} = \frac{r^2}{m-1-h_{m-1}(r)} - m \quad \forall m \in \mathbb{Z}.
\]

**Example 5.1.** This example is to investigate the effect of pollution errors due to high-frequency. The exact solution is chosen as

\[u(x) = H_0^{(1)}(k|x|) \quad \text{in } \Omega_e.\]

Figure 3 plots the relative $H^1$-errors of the (CIP-)FE solutions and FE interpolations for $k = 8, 32$ and 128, respectively. It is shown that, for $k = 8$, the error curves of FE and CIP-FE solutions fit the curves of the FE interpolations very well. This means that the pollution errors have small effects on the discrete solutions. While for large $k$, the FE errors decay very slowly in a range of mesh sizes far from the decaying point of the corresponding FE interpolations. This shows clearly the effect of pollution errors of traditional FEM. The errors of CIP-FE solutions behave similarly, but begin to decay much earlier than traditional FEM, which implies that the CIP-FEM reduces the pollution effect greatly.

![Figure 3: Relative $H^1$-errors of the (CIP-)FE solutions and FE interpolations for $k = 8, 32, 128$, respectively.](image-url)
of the CIP-FEM is almost invariant for $k$ up to 250. This means that the CIP-FEM is much more stable and efficient than the FEM for high-frequency problem. Moreover, we find that the errors of the FE interpolation (or CIP-FEM) for $kh=1$ are almost twice for $kh=0.5$. This indicates the asymptotic behavior

the error of FE interpolation (or CIP-FEM when $k \leq 250$) $\sim kh$.

However, the errors of the FEM for $kh=1$ are almost four times that of $kh=0.5$, which corresponds to the asymptotic behavior

the pollution error of FEM $\sim k(kh)^2$.

Example 5.2. This example is to investigate the effect of the truncation order $N$ on the approximation error. The exact solution is given by

$$u = - \sum_{m \in \mathbb{Z}} i^m \frac{I_m(kR_0)}{H_m^{(1)}(kR_0)} H_m^{(1)}(kr)e^{im\theta},$$

which satisfies equation (2.1a) with $f = 0$ and the boundary condition $u = -e^{ikx}$ on $\Gamma = \Gamma_{R_0}$. In practice, the infinite series in (5.1) is truncated so that the relative change due to an additional term is less than $10^{-6}$. The amplitudes of the CIP-FE solutions for $k=8, 64$ and 128 are shown in Figure 5, respectively.

In the left graph of Figure 6, we fix $k = 32$ and choose $h = 1/16, 1/32, 1/48$ and $1/64$, respectively. The log-log plots of errors show that the truncation errors of the DtN operator decay extremely fast when $N$ reaches a specific value. For example, the $H^1$-error for $h=1/64$ decays slowly before $N=18$, but encounters a sudden drop at $N=20$. It implies that the truncation error is much larger than the discrete error for
small $N$, but decays exponentially when $N \geq 20$. So there exists a threshold $N \geq \alpha k$ for the exponential convergence of the truncated DtN operator with a constant $\alpha > 0$.

Now we investigate the theoretical threshold $N \geq kR$ for convergence by numerical experiments for different values of $k$. In the right graph of Figure 6, we choose a small mesh-size $h = 1/200$ so that the CIP-FE discrete errors are negligible. The graph shows that the optimal truncation orders of the DtN operator are $N_{\text{opt}} = 6, 20, 36$ and $66$, while the theoretical predictions are $kR = 8, 32, 64$ and $128$, respectively. Based on the above observations, we conclude that the truncation condition $N \geq kR$ is safe and necessary for the truncated DtN method.
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