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Abstract. The thin plate spline smoother is a classical model for finding a smooth function from
the knowledge of its observation at scattered locations which may have random noises. We consider
a nonconforming Morley finite element method to approximate the model. We prove the stochastic
convergence of the finite element method which characterizes the tail property of the probability
distribution function of the finite element error. We also propose a self-consistent iterative algorithm
to determine the smoothing parameter based on our theoretical analysis. Numerical examples are
included to confirm the theoretical analysis and to show the competitive performance of the self-
consistent algorithm for finding the smoothing parameter.
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1. Introduction. The thin plate spline smoother is a classical mathematical
model for finding a smooth function from the knowledge of its observation at scattered
locations which may be subject to random noises. Let Ω be a bounded Lipschitz
domain in Rd (d ≤ 3) and u0 ∈ H2(Ω) be the unknown smooth function. Let
{xi}ni=1 ⊂ Ω be the scattered locations in the domain where the observations are
taken. We want to approximate u0 from the noisy data yi = u0(xi) + ei, 1 ≤ i ≤
n, where {ei}ni=1 are independent and identically distributed random variables on
some probability space (X,F ,P) satisfying E[ei] = 0 and E[e2

i ] ≤ σ2. Here and in
the following E[X] denotes the expectation of the random variable X. The thin
plate spline smoother is defined to be the unique solution of the following variational
problem

min
u∈H2(Ω)

1

n

n∑
i=1

(u(xi)− yi)2 + λn|u|2H2(Ω), (1.1)

where λn > 0 is the smoothing parameter.
The spline model for scattered data has been extensively studied in the liter-

ature. For Ω = Rd and when the minimizer is sought in D−2L2(Rd) = {u :
Dαu ∈ L2(Rd), |α| = 2}, [10] proved that (1.1) has a unique solution when the
set T = {xi : i = 1, 2, · · · , n} is not collinear (i.e. the points in T are not on the
same plane). An explicit formula of the solution is constructed in [10] based on radial
basis functions. [15] derived the convergence rate for the expectation of the error
|un − u0|2Hj(Ω), j = 0, 1, 2. Under the assumption that ei, i = 1, 2, · · · , n, are also

sub-Gaussian random variables, [17] proved the stochastic convergence of the error
in terms of the empirical norm ‖un − u0‖n := (n−1

∑n
i=1 |un(xi)− u0(xi)|2)1/2 when

d = 1. The stochastic convergence which provides additional tail information about
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probability distribution function for the random error is very desirable for the ap-
proximation of random variables. We refer to [19] for further information about thin
plate spline smoothers.

It is well-known that the numerical method based on radial basis functions to
solve the thin plate spline smoother requires the solution of a symmetric indefinite
dense linear system of equations of size O(n), which is challenging for applications
with very large data sets [13]. Conforming finite element methods for the solution
of the thin plate model are studied in [2, 3, 4] and the references therein. In [13] a
mixed finite element method for estimating ∇un is proposed and the expectation of
the finite element error is proved. The advantage of the mixed finite element method
in [13] lies in that one can use simple H1 conforming finite element spaces. The H1

smoother in [13] that the mixed finite element method aims to approximate is not
equivalent to the thin plate spline model (1.1).

In this paper we consider the nonconforming finite element approximation to the
problem (1.1). We use the Morley element [12, 14, 16] which is of particular interest
for solving fourth order PDEs since it has the least number of degrees of freedom (6 in
2D and 10 in 3D) on each element. As a comparison, the H2 conforming Argris finite
element for fourth order PDEs requires 21 degrees of freedom in 2D and 220 degrees
of freedom in 3D on each element. The difficulty of the finite element analysis for
the thin plate smoother is the low stochastic regularity of the solution un. One can
only prove the boundedness of E[|un|2H2(Ω)] (see Theorem 2.2 below). This difficulty

is overcome by a smoothing operator based on the C1-element for any Morley finite
element functions. We also prove the probability distribution function of the empirical
norm of the finite element error has an exponentially decaying tail. For that purpose
we also prove the convergence of the error ‖un− u0‖n in terms of the Orlicz ψ2 norm
(see Theorem 4.8 below) which improves the result in [17].

One of the central issues in the application of the thin plate model is the choice
of the smoothing parameter λn. In the literature it is usually made by the method of
cross validation [19]. The analysis in this paper suggests the optimal choice should be

λ1/2+d/8
n = σn−1/2(|u0|H2(Ω) + σn−1/2)−1. (1.2)

Since one does not know u0 and the standard deviation σ in practical applications,
we propose a self-consistent algorithm to determine λn from the natural initial guess

λn = n−
4

4+d . Our numerical experiments show that this self-consistent algorithm
convergences very fast and it is very robust with respect to the noises.

The layout of the paper is as follows. In section 2 we recall some preliminary
properties of the thin plate model. In section 3 we introduce the nonconforming finite
element method and show the convergence of the finite element solution in terms of
the expectation of Sobolev norms. In section 4 we study the tail property of the
probability distribution function for the finite element error based on the theory of
empirical process for sub-Gaussian noises. In section 5 we introduce our self-consistent
algorithm for finding the smoothing parameter λn and show several numerical exam-
ples to support the analysis in this paper. In the appendix we prove a technical lemma
on the smoothing operator.

2. The thin plate model. In this section we collect some preliminary results
about the thin plate smoother (1.1). In this paper, we will always assume that Ω is a
bounded Lipschitz domain satisfying the uniform cone condition (see e.g. [15, P.6]).
We will also assume that T are uniformly distributed in the sense that [15] there exists
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a constant B > 0 such that hmax

hmin
≤ B, where

hmax = sup
x∈Ω

inf
1≤i≤n

|x− xi|, hmin = inf
1≤i 6=j≤n

|xi − xj |.

It is easy to see that there exist constants B1, B2 such that B1n
−1/d ≤ hmax ≤

Bhmin ≤ B2n
−1/d.

We write the empirical inner product between the data and any function v ∈
C(Ω̄) as (y, v)n = 1

n

∑n
i=1 yiv(xi). We also write (u, v)n = 1

n

∑n
i=1 u(xi)v(xi) for any

u, v ∈ C(Ω̄) and the empirical norm ‖u‖n = ( 1
n

∑n
i=1 u

2(xi))
1/2 for any u ∈ C(Ω̄). By

[15, Theorems 3.3-3.4], there exists a constant C > 0 depending only on Ω, B such
that for any u ∈ H2(Ω) and sufficiently small hmax,

‖u‖L2(Ω) ≤ C(‖u‖n + h2
max|u|H2(Ω)), ‖u‖n ≤ C(‖u‖L2(Ω) + h2

max|u|H2(Ω)). (2.1)

It follows from (2.1) and the Lax-Milgram lemma that the minimization problem (1.1)
has a unique solution un ∈ H2(Ω).

Define the bilinear form a : H2(Ω)×H2(Ω)→ R as

a(u, v) =
∑

1≤i,j≤d

∫
Ω

∂2u

∂xi∂xj

∂2v

∂xi∂xj
dx ∀u, v ∈ H2(Ω). (2.2)

It is obvious that |u|2H2(Ω) = a(u, u) for any u ∈ H2(Ω). We also denote (·, ·) the

inner product of L2(Ω). The following lemma from [15] plays a key role in studying
the convergence of un to u0.

Lemma 2.1. Let µ1 ≤ µ2 ≤ · · · ≤ µk ≤ · · · be the eigenvalues of the problem

a(ψ, v) = µ(ψ, v) ∀v ∈ H2(Ω). (2.3)

Then µ1 = µ2 = · · · = µd+1 = 0 and there exist constants C1, C2 > 0 independent of
k such that C1(k − 1)4/d ≤ µk ≤ C2k

4/d, k = d+ 2, · · · .
Proof. The eigenvalue problem (2.3) obviously has d + 1 zero eigenvalues with

linear polynomials as the eigenfunctions. The rest of the argument is the same as
that in the proof of [15, Theorem 5.3]. The key is to use a general theorem in Agmon
[1, Theorem 14.6], which concludes that the number of eigenvalues of the biharmonic

operator ∆2 less than or equal to C
−d/4
+ k4/d is k(1 + o(1)). The constant C+ is

independent of k and o(1) goes to zero as k →∞. The remainder of the proof follows
by using some simple argument in [15, Theorem 5.3].

Theorem 2.2. Let un ∈ H2(Ω) be the unique solution of (1.1). Then there exist
constants λ0 > 0 and C > 0 such that for any λn ≤ λ0,

E
[
‖un − u0‖2n

]
≤ Cλn|u0|2H2(Ω) +

Cσ2

nλ
d/4
n

, (2.4)

E
[
|un|2H2(Ω)

]
≤ C|u0|2H2(Ω) +

Cσ2

nλ
1+d/4
n

. (2.5)

This theorem is proved in [15] when Ω = Rd and the minimizer is sought in
D−2L2(Rd) = {u : Dαu ∈ L2(Rd), |α| = 2} in the problem (1.1). Here we give a
simpler proof based on Lemma 2.1.

Proof. It is clear that un ∈ H2(Ω) satisfies the following variational equation

λna(un, v) + (un, v)n = (y, v)n ∀v ∈ H2(Ω). (2.6)
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For any v ∈ H2(Ω), denote the energy norm ‖|v‖|2λn := λna(v, v) + ‖v‖2n. By taking
v = un − u0 in (2.6) one obtains easily

|‖un − u0|‖λn ≤ λ1/2
n |u0|H2(Ω) + sup

v∈H2(Ω)

(e, v)n
‖|v‖|λn

, (2.7)

where e represents the random error vector. Let ρ1 ≤ ρ2 ≤ · · · ≤ ρk ≤ · · · be the
eigenvalues of the problem

a(ψ, v) = ρ(ψ, v)n ∀v ∈ H2(Ω). (2.8)

It is clear that ρ1 = · · · = ρd+1 = 0 with the linear polynomials as the eigenfunctions.
By using (2.1) and the max-min principle of the Rayleigh quotient for the eigenvalues,
one obtains easily

µk ≤ C
ρk

1 + n−4/dρk
≤ Cρk, k = d+ 2, · · · . (2.9)

Let {ψk}∞k=1 be the eigenfunctions of (2.8) corresponding to eigenvalues {ρk}∞k=1 sat-
isfying (ψk, ψl)n = δkl, where δkl is the Kronerker delta function, k, l = 1, 2, · · · .
{ψk}∞k=1 is an orthonormal basis of L2(Ω) in the inner product (·, ·)n. Now for any
v ∈ H2(Ω), we have the expansion v(x) =

∑∞
k=1 vkψk(x), where vk = (v, ψk)n,

k = 1, 2, · · · . Thus ‖|v‖|2λn =
∑∞
k=1(λnρk + 1)v2

k. By the Cauchy-Schwarz inequality

(e, v)2
n ≤

1

n2

∞∑
k=1

(1 + λnρk)v2
k ·
∞∑
k=1

(1 + λnρk)−1

(
n∑
i=1

eiψk(xi)

)2

.

This implies

E

[
sup

v∈H2(Ω)

(e, v)2
n

‖|v‖|2λn

]
≤ 1

n2

∞∑
k=1

(1 + λnρk)−1E

(
n∑
i=1

eiψk(xi)

)2

= σ2n−1
∞∑
k=1

(1 + λnρk)−1,

where we have used the fact that ‖ψk‖n = 1. Now by Lemma 2.1 and (2.9) we obtain

E

[
sup

v∈H2(Ω)

(e, v)2
n

‖|v‖|2λn

]
≤ Cσ2n−1

∞∑
k=1

(1 + λnk
4/d)−1

≤ Cσ2n−1

∫ ∞
0

(1 + λnt
4/d)−1dt

= C
σ2

nλ
d/4
n

.

This completes the proof by using (2.7).

Theorem 2.1 suggests that an optimal choice of the parameter λn is such that

λ
1+d/4
n = O((σ2n−1)|u0|−2

H2(Ω)).
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Fig. 3.1. The degrees of freedom of 2D (left) and 3D (right) Morley element.

3. Nonconforming finite element method. In this section we consider the
nonconforming finite element approximation to the thin plate model (1.1) whose so-
lution un ∈ H2(Ω) satisfies the following weak formulation

λna(un, v) + (un, v)n = (y, v)n ∀v ∈ H2(Ω). (3.1)

We assume Ω is a polygonal or polyhedral domain in Rd (d = 2, 3) in the reminder
of this paper. Let Mh be a family of shape regular and quasi-uniform finite element
meshes over the domain Ω. We will use the Morley element [12] for 2D, [16] for 3D
to define our nonconforming finite element method. The Morley element is a triple
(K,PK ,ΣK), where K ∈ Mh is a simplex in Rd, PK = P2(K) is the set of second
order polynomials in K, and ΣK is the set of the degrees of freedom. In 2D, for the
element K with vertices ai, 1 ≤ i ≤ 3, and mid-points bi of the edge opposite to the
vertex ai, 1 ≤ i ≤ 3, ΣK = {p(ai), ∂νp(bi), 1 ≤ i ≤ 3,∀p ∈ C1(K)}. In 3D, for the
element K with edges Sij which connects the vertices ai, aj , 1 ≤ i < j ≤ 4, and faces
Fj opposite to aj , 1 ≤ j ≤ 4, ΣK = { 1

|Sij |
∫
Sij

p, 1 ≤ i < j ≤ 4, 1
|Fj |

∫
Fj
∂νp, 1 ≤ j ≤

4,∀p ∈ C1(K)}. Here ∂νp is the normal derivative of p of the edges (2D) or faces (3D)
of the element. We refer to Figure 3.1 for the illustration of the degrees of freedom of
the Morley element.

Let Vh be the Morley finite element space

Vh = {vh : vh|K ∈ P2(K) ∀K ∈Mh, f(vh|K1
) = f(vh|K2

) ∀f ∈ ΣK1
∩ ΣK2

}.

The functions in Vh may not be continuous in Ω. Given a set G ⊂ R2, let Mh(G) =
{K ∈ Mh : G ∩ K 6= ∅} and N(G) the number of elements in Mh(G). For any
vh ∈ Vh, we define

v̂h(xi) =
1

N(xi)

∑
K∈Mh(xi)

(vh|K)(xi), i = 1, 2, · · · , n. (3.2)

Notice that if xi is located inside some element K, thenMh(xi) = {K} and v̂h(xi) =
vh(xi), i = 1, 2, · · · , n. With this definition we know that (v̂h, ŵh)n and (e, ŵh)n are
well-defined for any vh, wh ∈ Vh. We recall that (e, ŵh)n = n−1

∑n
i=1 eiŵh(xi).

Let

ah(uh, vh) =
∑

K∈Mh

∑
1≤i,j≤d

∫
K

∂2uh
∂xi∂xj

∂2vh
∂xi∂xj

dx ∀uh, vh ∈ Vh.
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The finite element approximation of the problem (3.1) is to find uh ∈ Vh such that

λnah(uh, vh) + (ûh, v̂h)n = (y, v̂h)n ∀vh ∈ Vh. (3.3)

Since the sampling point set T is not collinear, by the Lax-Milgram lemma, the
problem (3.3) has a unique solution. Here we recall that (y, v̂h)n = n−1

∑n
i=1 yiv̂h(xi).

The following theorem is the main result of this section.
Theorem 3.1. Let un ∈ H2(Ω) be the unique solution of (3.1) and uh ∈ Vh be

the solution of (3.3). Then there exist constants λ0 > 0 and C > 0 such that for any
λn ≤ λ0,

E
[
‖u0 − ûh‖2n

]
≤ C(λn + h4)|u0|2H2(Ω) + C

[
1 +

h4

λn
+

(
h4

λn

)1−d/4]
σ2

nλ
d/4
n

. (3.4)

In particular, if h4 ≤ Cλn, we have

E
[
‖u0 − ûh‖2n

]
≤ Cλn|u0|2H2(Ω) +

Cσ2

nλ
d/4
n

. (3.5)

This theorem suggests that one should take the mesh size h = O(λ
1/4
n ) to achieve

the optimal balance of controlling the finite element error and the modeling error due
to λn. The proof depends on several lemmas that follow.

Let IK : H2(K)→ P2(K) be the canonical local nodal value interpolant of Morley
element [14, 16] and Ih : L2(Ω)→ Vh be the global nodal value interpolant such that
(Ihu)|K = IKu for any K ∈Mh and piecewise H2(K) functions u ∈ L2(Ω).

Lemma 3.2. We have

|u− IKu|Hm(K) ≤ Ch2−m
K |u|H2(K) ∀u ∈ Hm(K), 0 ≤ m ≤ 2, (3.6)

‖u− Îhu‖n ≤ Ch2|u|H2(Ω) ∀u ∈ H2(Ω), (3.7)

where hK is the diameter of the element K and h = maxK∈Mh
hK .

Proof. Since IKp = p for any p ∈ P2(K) [16], the estimate (3.6) follows from the
standard interpolation theory for finite element method [9]. Moreover, we have, by
local inverse estimates and the standard interpolation estimates

‖u− IKu‖L∞(K) ≤ inf
p∈P2(K)

[
‖u− p‖L∞(K) + |K|−1/2‖IK(u− p)‖L2(K)

]
≤ Ch2−d/2

K |u|H2(K).

Let TK = {xi ∈ T : xi ∈ K, 1 ≤ i ≤ n}. By the assumption T is uniformly distributed
and the mesh is quasi-uniform, we know that the cardinal #TK ≤ Cnhd. Thus

‖u− Îhu‖2n ≤
1

n

∑
K∈Mh

#TK‖u− IKu‖2L∞(K) ≤ Ch
4|u|2H2(Ω).

This proves (3.7).
Lemma 3.3. Let K,K ′ ∈ Mh and F = K ∩ K ′. There exists a constant C

independent of h such that for any vh ∈ Vh, |α| ≤ 2,

‖∂α(vh|K − vh|K′)‖L∞(F ) ≤ Ch2−|α|−d/2(|vh|H2(K) + |vh|H2(K′)).
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Proof. By [16, Lemma 5] we know that

‖vh|K − vh|K′‖L2(F ) ≤ Ch3/2(|vh|H2(K) + |vh|H2(K′)).

By using the inverse estimate we then obtain

‖∂α(vh|K − vh|K′)‖L∞(F ) ≤ Ch−|α|‖vh|K − vh|K′‖L∞(F )

≤ Ch−|α|−(d−1)/2‖vh|K − vh|K′‖L2(F )

≤ Ch2−|α|−d/2(|vh|H2(K) + |vh|H2(K′)).

This proves the lemma.
Let M̂h ⊂ Mh be a collection of elements K ∈ Mh, we introduce the mesh

dependent semi-norm | · |
m,M̂h

, m ≥ 0,

|v|
m,M̂h

=

 ∑
K∈M̂h

|v|2Hm(K)

1/2

, (3.8)

for any function v|K ∈ Hm(K), K ∈ Mh. We set |v|m,h = |v|m,Mh
for m = 0, 1, 2.

The following technical lemma will be proved in the appendix of this paper.
Lemma 3.4. There exists a linear operator Πh : Vh → H2(Ω) such that

|vh −Πhvh|m,h ≤ Ch2−m|vh|2,h, m = 0, 1, 2, ∀vh ∈ Vh, (3.9)

‖v̂h −Πhvh‖n ≤ Ch2|vh|2,h ∀vh ∈ Vh. (3.10)

where the constant C is independent of h.
For any function v which is piecewise in H2(K) for any K ∈ Mh, we use the

convenient discrete energy norm

|‖v|‖h,λn =
(
λn|v|22,h + ‖v̂‖2n

)1/2
.

Here v̂(xi), i = 1, 2, · · · , n, is defined as in (3.2), that is, v̂(xi) is the local average of
all v|K(xi), where K ∈Mh such that xi ∈ K.

Lemma 3.5. Let un ∈ H2(Ω) be the unique solution of (3.1) and uh ∈ Vh be the
solution of (3.3). Then there exists a constant C > 0 such that

λ1/2
n |uh|2,h + ‖ûh − u0‖n ≤ C(h2 + λ1/2

n )|un|H2(Ω) + C
h2

λ
1/2
n

‖un − u0‖n

+ C sup
0 6=vh∈Vh

|(e, v̂h −Πhvh)n|
|‖vh|‖h,λn

. (3.11)

Proof. Since uh ∈ Vh satisfies (3.3), we have

λnah(uh − vh, wh) + (ûh − v̂h, ŵh)n = λnah(un − vh, wh) + (un − v̂h, ŵh)n

− λnah(un, wn)− (un − y, ŵh)n ∀vh, wh ∈ Vh.

By taking wh = uh − vh, one obtains easily the following Strang lemma [9]

|‖un − uh|‖h,λn ≤ C inf
vh∈Vh

|‖un − vh|‖h,λn

+ C sup
06=vh∈Vh

|λnah(un, vh) + (un − y, v̂h)n|
|‖vh|‖h,λn

. (3.12)
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By Lemma 3.2 we have

inf
vh∈Vh

|‖un − v̂h|‖h,λn ≤ C(λ1/2
n + h2)|un|H2(Ω). (3.13)

Since for any vh ∈ Vh, Πhvh ∈ H2(Ω), by (3.1), and the fact that yi = u0(xi) + ei,
i = 1, 2, · · ·n, we obtain

λnah(un, vh) + (un − y, v̂h)n

= λnah(un, vh −Πhvh) + (un − y, v̂h −Πhvh)n

≤ λn|un|H2(Ω)|vh −Πhvh|2,h + ‖un − u0‖n‖v̂h −Πhvh‖n + (e, v̂h −Πhvh)n

≤ Cλ1/2
n |un|H2(Ω)|‖vh|‖n,λn + C

h2

λ
1/2
n

‖un − u0‖n|‖vh|‖n,λn + |(e, v̂h −Πhvh)n|,

where we have used Lemma 3.4 in the last inequality. This completes the proof by
inserting the above estimate and (3.13) into (3.12).

Now we are ready to prove the main result of this section.
Proof of Theorem 3.1. From Lemma 3.5 and Theorem 2.2 we know that we are

left to estimate the expectation of the last term in (3.11). By using Lemma 3.4 again
we obtain

sup
06=vh∈Vh

|(e, v̂h −Πhvh)n|
|‖vh|‖h,λn

≤ C h2

λ
1/2
n

sup
06=wh∈Wh

|(e, ŵh)n|
‖wh‖L2(Ω)

, (3.14)

where Wh = {wh = vh − Πhvh : vh ∈ Vh} and we set Π̂hvh(xi) = Πhvh(xi) which is
legible since Πnvh is a continuous function. Now we use a general argument in [18,
P.334]. Let Nh be the dimension of Wh and {ψj}Nhj=1 be the orthonormal basis of Wh

in the L2(Ω) inner product. Then for any wh =
∑Nh
j=1(wh, ψj)ψj , by Cauchy-Schwarz

inequality

|(e, ŵh)n|2 ≤
1

n2

Nh∑
j=1

(wh, ψj)
2 ·

Nh∑
j=1

(
n∑
i=1

eiψj(xi)

)2

=
1

n2
‖wh‖2L2(Ω) ·

Nh∑
j=1

(
n∑
i=1

eiψj(xi)

)2

.

Since ei, i = 1, 2, · · · , n, are independent and identically distributed random variables,
we have then

E

[
sup

06=wh∈Wh

|(e, ŵh)n|2

‖wh‖2L2(Ω)

]
≤ σ2

n2

Nh∑
j=1

n∑
i=1

ψj(xi)
2. (3.15)

Now since ψj ∈Wh is piecewise polynomial, we obtain by inverse estimate that

Nh∑
j=1

n∑
i=1

ψj(xi)
2 ≤

Nh∑
j=1

∑
K∈Mh

#TK‖ψj‖2L∞(K) ≤
Nh∑
j=1

Cn‖ψj‖2L2(Ω) ≤ Cnh
−d,

where TK = T∩K and we have used the fact that #TK ≤ Cnhd, ‖ψj‖L2(Ω) = 1, and

Nh ≤ Ch−d because the mesh is quasi-uniform. This implies by (3.14)-(3.15) that

E

[
sup

06=vh∈Vh

|(e, vh −Πhvh)n|2

|‖vh|‖2h,λn

]
≤ Cσ

2h4−d

nλn
. (3.16)
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Now from Lemma 3.5 and (3.16) we obtain

E
[
‖un − ûh‖2n

]
≤ C(λn + h4)E

[
|un|2H2(Ω)

]
+ C

h4

λn
E
[
‖un − u0‖2n

]
+ C

σ2h4−d

nλn
.

This completes the proof by using Theorem 2.2. �

4. Stochastic convergence. In this section we study the stochastic convergence
of the error ‖u0 − ûh‖n which characterizes the tail property of P(‖u0 − ûh‖n ≥ z)
for z > 0. We assume the noises ei, i = 1, 2, · · · , n, are independent and identically
distributed sub-Gaussian random variables with parameter σ > 0. A random variable
X is sub-Gaussian with parameter σ if it satisfies

E
[
eλ(X−E[X])

]
≤ e 1

2σ
2λ2

∀λ ∈ R. (4.1)

The probability distribution function of a sub-Gaussian random variable has a expo-
nentially decaying tail, that is, if X is a sub-Gaussian random variable, then

P(|X − E[X]| ≥ z) ≤ 2e−
1
2 z

2/σ2

∀z > 0. (4.2)

In fact, by Markov inequality, for any λ > 0,

P(X − E[X] ≥ z) = P(λ(X − E[X]) ≥ λz) ≤ e−λzE[eλ(X−E[X])] ≤ e−λz+ 1
2σ

2λ2

.

By taking λ = z/σ2 yields P(X − E[X] ≥ z) ≤ e−
1
2 z

2/σ2

. Similarly, one can prove

P(X − E[X] ≤ −z) ≤ e− 1
2 z

2/σ2

. This shows (4.2).
The following theorem is the main result of this section.
Theorem 4.1. Let uh ∈ Vh be the solution of (3.3). Denote by ρ0 = |u0|H2(Ω) +

σn−1/2. If we take h = O(λ
1/4
n ) and λ

1/2+d/8
n = O(σn−1/2ρ−1

0 ), then there exists a
constant C > 0 such that for any z > 0,

P(‖ûh − u0‖n ≥ λ1/2
n ρ0z) ≤ 2e−Cz

2

, P(|uh|2,h ≥ ρ0z) ≤ 2e−Cz
2

. (4.3)

This theorem indicates that the probability distribution function of the random
error ‖ûh − u0‖n decays exponentially as n→∞. In terms of the terminology of the

stochastic convergence order, we have ‖ûh − u0‖n = Op(λ
1/2
n )ρ0. The proof of this

theorem will be given in the subsection 4.2 after we study the stochastic convergence
of ‖un − u0‖n in the next subsection.

4.1. Stochastic convergence of the thin plate splines. We will use several
tools from the theory of empirical processes [18, 17] for our analysis. We start by re-
calling the definition of Orlicz norm. Let ψ be a monotone increasing convex function
satisfying ψ(0) = 0. Then the Orilicz norm ‖X‖ψ of a random variable X is defined
as

‖X‖ψ = inf

{
C > 0 : E

[
ψ

(
|X|
C

)]
≤ 1

}
. (4.4)

By using Jensen’s inequality, it is easy to check ‖X‖ψ is a norm. If ψ(t) = tp, p > 1, the
Orilicz norm is exactly the Lp norm of the random variable. In the following we will use
the ‖X‖ψ2

norm with ψ2(t) = et
2−1 for any t > 0. By definition, for any C > ‖X‖ψ2

,

9



we have E[e|X|
2/C2

] ≤ 2. Thus, for any z > 0, ez
2/C2P(|X| ≥ z) ≤ E[e|X|

2/C2

] ≤ 2,
which yields by letting C → ‖X‖ψ2

that

P(|X| ≥ z) ≤ 2 e−z
2/‖X‖2ψ2 ∀z > 0. (4.5)

Our strategy to prove Theorem 4.1 is to estimate the Orlicz ψ2-norm of ‖ûh − u0‖n,
|uh|2,h and then use (4.5). The following lemma from [18, Lemma 2.2.1] is the inverse
of (4.5).

Lemma 4.2. If there exist positive constants C,K such that P(|X| > z) ≤
Ke−Cz

2

, ∀z > 0, then ‖X‖ψ2
≤
√

(1 +K)/C.
Let T be a semi-metric space with the semi-metric d and {Xt : t ∈ T} be a random

process indexed by T . The random process {Xt : t ∈ T} is called sub-Gaussian if

P(|Xs −Xt| > z) ≤ 2e−
1
2 z

2/d(s,t)2 ∀s, t ∈ T, z > 0. (4.6)

For a semi-metric space (T, d) and ε > 0, the covering number N(ε, T, d) is the
minimum number of ε-balls that cover T and logN(ε, T, d) is called the covering
entropy which is an important quantity to characterize the complexity of the set T .
The following maximal inequality [18, Section 2.2.1] plays an important role in our
analysis.

Lemma 4.3. If {Xt : t ∈ T} is a separable sub-Gaussian random process, then

‖ sup
s,t∈T

|Xs −Xt|‖ψ2 ≤ K
∫ diamT

0

√
logN

(ε
2
, T, d

)
dε.

Here K > 0 is some constant.
The following result on the estimation of the covering entropy of Sobolev spaces

is due to Birman-Solomyak [8].
Lemma 4.4. Let Q be the unit square in Rd and SWα,p(Q) be the unit sphere of

the Sobolev space Wα,p(Q), where α > 0, p ≥ 1. Then for ε > 0 sufficient small, the
entropy

logN(ε, SWα,p(Q), ‖ · ‖Lq(Q)) ≤ Cε−d/α,

where if αp > d, 1 ≤ q ≤ ∞, otherwise if αp ≤ d, 1 ≤ q ≤ q∗ with q∗ = p(1−αp/d)−1.
For any δ > 0, ρ > 0, define

Sδ,ρ(Ω) := {u ∈ H2(Ω) : ‖u‖n ≤ δ, |u|H2(Ω) ≤ ρ}. (4.7)

The following lemma estimates the entropy of the set Sδ,ρ(Ω).
Lemma 4.5. There exists a constant C independent of δ, ρ, ε such that

logN(ε, Sδ,ρ(Ω), ‖ · ‖L∞(Ω)) ≤ C
(
ρ+ δ

ε

)d/2
.

Proof. By (2.1) we have for any u ∈ Sδ,ρ(Ω), ‖u‖H2(Ω) ≤ C(‖u‖L2(Ω)+|u|H2(Ω)) ≤
C(‖u‖n+ |u|H2(Ω)) ≤ C(δ+ρ), where we have used the fact that hmax ≤ Cn−1/d ≤ C.
The lemma now follows from Lemma 4.4.

The following lemma is proved by the argument in [18, Lemma 2.2.7].
Lemma 4.6. {En(u) := (e, u)n : u ∈ H2(Ω)} is a sub-Gaussian random process

with respect to the semi-distance d(u, v) = ‖u− v‖∗n, where ‖u‖∗n := σn−1/2‖u‖n.
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Proof. By definition En(u)− En(v) =
∑n
i=1 ciei, where ci = 1

n (u− v)(xi). Since
ei is a sub-Gaussian random variable with parameter σ and E[ei] = 0, by (4.1),

E[eλei ] ≤ e
1
2σ

2λ2

,∀λ > 0. Thus, since ei, i = 1, 2, · · · , n, are independent random
variables,

E
[
eλ

∑n
i=1 ciei

]
≤ e 1

2σ
2λ2 ∑n

i=1 c
2
i = e

1
2σ

2n−1λ2‖u−v‖2n = e
1
2 d(u,v)2λ2

.

This shows En(u)−En(v) is a sub-Gaussian random variable with parameter d(u, v).
By (4.2) we have

P(|En(u)− En(v)| ≥ z) ≤ 2e−
1
2 z

2/d(u,v)2 , ∀z > 0.

This shows the lemma by the definition of sub-Gaussian random process (4.6).
The following lemma which improves Lemma 4.2 will be used in our subsequent

analysis.
Lemma 4.7. If X is a random variable which satisfies

P(|X| > α(1 + z)) ≤ C1e
−z2/K2

1 , ∀α > 0, z ≥ 1,

where C1,K1 are some positive constants, then ‖X‖ψ2 ≤ C(C1,K1)α for some con-
stant C(C1,K1) depending only on C1,K1.

Proof. If y ≥ 2α, then z = (y/α)− 1 ≥ 1. Thus

P(|X| > y) = P(|X| > α(1 + z)) ≤ C1 exp

[
− 1

K2
1

( y
α
− 1
)2
]
.

Since ( yα − 1)2 ≥ 1
2 ( yα )2 − 1 by Cauchy-Schwarz inequality, we obtain

P(|X| > y) ≤ C1e
1

K2
1 e
− y2

2K2
1α

2
= C1e

1

K2
1 e
− y2

K2
2 ,

where K2 :=
√

2αK1. On the other hand, if y < 2α, then y2/K2
2 < 4α2/(2α2K2

1 ) =
2/K2

1 . Thus

P(|X| > y) ≤ e
y2

K2
2 e
− y2

K2
2 ≤ e

2

K2
1 e
− y2

K2
2 .

Therefore, P(|X| > y) ≤ C2e
−y2/K2

2 , ∀y > 0, where C2 = max(C1e
1/K2

1 , e2/K2
1 ). This

implies by Lemma 4.2,

‖X‖ψ2
≤
√

1 + C2K2 = C(C1,K1)α, where C(C1,K1) =
√

2K1

√
1 + C2.

This completes the proof.
Theorem 4.8. Let un ∈ H2(Ω) be the solution of (3.1). Denote by ρ0 =

|u0|H2(Ω) +σn−1/2. If we take λ
1/2+d/8
n = O(σn−1/2ρ−1

0 ), then there exists a constant
C > 0 such that

P(‖un − u0‖n ≥ λ1/2
n ρ0z) ≤ 2e−Cz

2

, P(|un|H2(Ω) ≥ ρ0z) ≤ 2e−Cz
2

.

Proof. By (4.5) we only need to prove

‖‖un − u0‖n‖ψ2
≤ Cλ1/2

n ρ0, ‖|un|‖ψ2
≤ Cρ0. (4.8)
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We will only prove the first estimate in (4.8) by the peeling argument. The other
estimate can be proved in a similar way. It follows from (2.6) that

‖un − u0‖2n + λn|un|2H2(Ω) ≤ 2(e, un − u0)n + λn|u0|2H2(Ω). (4.9)

Let δ > 0, ρ > 0 be two constants to be determined later, and

A0 = [0, δ), Ai = [2i−1δ, 2iδ), B0 = [0, ρ), Bj = [2j−1ρ, 2jρ), i, j ≥ 1. (4.10)

For i, j ≥ 0, define

Fij = {v ∈ H2(Ω) : ‖v‖n ∈ Ai , |v|H2(Ω) ∈ Bj}.

Then we have

P(‖un − u0‖n > δ) ≤
∞∑
i=1

∞∑
j=0

P(un − u0 ∈ Fij). (4.11)

Now we estimate P(un − u0 ∈ Fij). By Lemma 4.6, {(e, v)n : v ∈ H2(Ω)} is a sub-
Gaussian random process with respect to the semi-distance d(u, v) = σn−1/2‖u−v‖n.
It is easy to see that

diamFij ≤ σn−1/2 sup
u−u0,v−u0∈Fij

(‖u− u0‖n + ‖v − u0‖n) ≤ 2σn−1/2 · 2iδ.

Then by the maximal inequality in Lemma 4.3 we have

‖ sup
u−u0∈Fij

|(e, u− u0)n|‖ψ2
≤ K

∫ σn−1/2·2i+1δ

0

√
logN

(ε
2
, Fij , d

)
dε

= K

∫ σn−1/2·2i+1δ

0

√
logN

( ε

2σn−1/2
, Fij , ‖ · ‖n

)
dε.

By Lemma 4.5 we have the estimate for the entropy

logN
( ε

2σn−1/2
, Fij , ‖ · ‖n

)
≤ logN(

ε

2σn−1/2
, Fij , ‖ · ‖L∞(Ω))

≤ C
(

2σn−1/2 · (2iδ + 2jρ)

ε

)d/2
.

Therefore,

‖ sup
u−u0∈Fij

|(e, u− u0)n‖ψ2 ≤ K
∫ σn−1/2·2i+1δ

0

(
2σn−1/2 · (2iδ + 2jρ)

ε

)d/4
dε

= Cσn−1/2(2iδ + 2jρ)d/4(2iδ)1−d/4

≤ Cσn−1/2[2iδ + (2iδ)1−d/4(2jρ)d/4]. (4.12)

By (4.9) and (4.5) we have for i, j ≥ 1:

P(un − u0 ∈ Fij) ≤ P(22(i−1)δ2 + λn22(j−1)ρ2 ≤ 2 sup
u−u0∈Fij

|(e, u− u0)n|+ λnρ
2
0)

= P(2 sup
u−u0∈Fij

|(e, u− u0)n| ≥ 22(i−1)δ2 + λn22(j−1)ρ2 − λnρ2
0)

≤ 2 exp

[
− 1

Cσ2n−1

(
22(i−1)δ2 + λn22(j−1)ρ2 − λnρ2

0

2iδ + (2iδ)1−d/4(2jρ)d/4

)2
]
.
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Now we take

δ2 = λnρ
2
0(1 + z)2, ρ = ρ0, where z ≥ 1. (4.13)

Since by assumption λ
1/2+d/8
n = O(σn−1/2ρ−1

0 ) and σn−1/2ρ−1
0 ≤ 1, we have λn ≤ C

for some constant. By some simple calculation we have for i, j ≥ 1,

P(un − u0 ∈ Fij) ≤ 2 exp

[
−C

(
22(i−1)z(1 + z) + 22(j−1)

2i(1 + z) + (2i(1 + z))1−d/4(2j)d/4

)2
]
.

By using the elementary inequality ab ≤ 1
pa

p + 1
q b
q for any a, b > 0, p, q > 1, p−1 +

q−1 = 1, we have (2i(1 + z))1−d/4(2j)d/4 ≤ (1 + z)2i + 2j . Thus

P(un − u0 ∈ Fij) ≤ 2 exp
[
−C(22iz2 + 22j)

]
.

Similarly, one can prove for i ≥ 1, j = 0,

P(un − u0 ∈ Fi0) ≤ 2 exp
[
−C(22iz2)

]
.

Therefore, since
∑∞
j=1 e

−C(22j) ≤ e−C < 1 and
∑∞
i=1 e

−C(22iz2) ≤ e−Cz
2

, we obtain
finally

∞∑
i=1

∞∑
j=0

P(un − u0 ∈ Fij) ≤ 2

∞∑
i=1

∞∑
j=1

e−C(22iz2+22j) + 2

∞∑
i=1

e−C(22iz2) ≤ 4e−Cz
2

.

Now inserting the estimate to (4.11) we have

P(‖un − u0‖n > λ1/2
n ρ0(1 + z)) ≤ 4e−Cz

2

∀z ≥ 1. (4.14)

This implies by using Lemma 4.7 that ‖‖un − u0‖n‖ψ2
≤ Cλ

1/2
n ρ0, which is the first

estimate in (4.8). This completes the proof.

In terms of the terminology of the stochastic convergence order, we have ‖un −
u0‖n = Op(λ

1/2
n )ρ0 which by the assumption of Theorem 4.8 yields

‖un − u0‖n = Op(n
− 2

4+d )σ
4

4+d ρ
− 4

4+d

0 .

This estimate is proved in [17, Section 10.1.1] when d = 1. Our result in Theorem
4.8 is stronger in the sense that it also provides the tail property of the probability
distribution function of the random error ‖un − u0‖n.

We remark that Theorem 4.8 can be proved by using the theory of concentration
inequalities [5, 7] under stronger assumptions on the random noise ei, i = 1, · · · , n.
In fact, one can prove Theorem 4.8 by using McDiarmid bounded difference equality
[7, Theorem 6.2] when ei, i = 1, 2, · · · , n, are bounded random variables or by using
the Gaussian concentration inequality [7, Theorem 5.6] when ei, i = 1, 2, · · · , n, is the
Gaussian random variable. One may also derive upper bounds for higher centered
moments of the error ‖un − u0‖n by using the moments inequalities [6], [7, Chapter
15] if the random variables ei, i = 1, 2, · · · , n, are not sub-Gaussian.
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4.2. Proof of Theorem 4.1. We start by recalling the following lemma in
[17, Corollary 2.6] about the estimation of the covering entropy of finite dimensional
subsets.

Lemma 4.9. Let G be a finite dimensional subspace of L2(Ω) of dimension N > 0
and GR = {f ∈ G : ‖f‖L2(Ω) ≤ R}. Then

N(ε,GR, ‖ · ‖L2(Ω)) ≤ (1 + 4R/ε)N , ∀ε > 0.

Lemma 4.10. Let Gh := {vh ∈ Vh : |‖vh|‖h,λn = (λn|vh|22,h + ‖v̂h‖2n)1/2 ≤ 1}.
Assume that h = O(λ

1/4
n ) and nλ

d/4
n ≥ 1. Then

‖ sup
vh∈Gh

|(e, v̂h −Πhvh)n| ‖ψ2
≤ Cσn−1/2λ−d/8n .

Proof. Similar to the proof of Lemma 4.6 we know that {Ên(vh) := (e, v̂h −
Πhvh)n ∀vh ∈ Gh} is a sub-Gaussian random process with respect to the semi-distance

d̂(vh, wh) = σn−1/2‖(v̂h −Πhvh)− (ŵh −Πhwh)‖n. By Lemma 3.4, for any vh ∈ Gh,

‖v̂h − Πhvh‖n ≤ Ch2|vh|2,h ≤ Ch2λ
−1/2
n ≤ C, where we have used the assumption

h = O(λ
1/4
n ) in the last inequality. This implies that the diameter of Gh is bounded

by Cσn−1/2. Now by the maximal inequality in Lemma 4.3

‖ sup
vh∈Gh

|(e, v̂h −Πhvh)n| ‖ψ2
≤ K

∫ Cσn−1/2

0

√
logN

(ε
2
, Gh, d̂

)
dε. (4.15)

By Lemma 3.4 and the inverse estimate,

d̂(vh, wh) ≤ Cσn−1/2h2|vh − wh|2,h ≤ Cσn−1/2‖vh − wh‖L2(Ω) ∀vh, wh ∈ Vh.

Thus

logN
(ε

2
, Gh, d̂

)
= logN

( ε

Cσn−1/2
, Gh, ‖ · ‖L2(Ω)

)
. (4.16)

Our next goal is to show that Gh is a bounded set in the L2(Ω) norm so that we can
use Lemma 4.9 to estimate the covering entropy of Gh. For any vh ∈ Gh, we have

|vh|2,h ≤ λ−1/2
n , ‖vh‖n ≤ 1. By Lemma 3.4, Πhvh ∈ H2(Ω) and thus by (2.1)

‖Πhvh‖L2(Ω) ≤ C(h2
max|Πhvh|H2(Ω) + ‖Πhvh‖n)

≤ C(n−2/dλ−1/2
n + ‖Πhvh − v̂h‖n + ‖v̂h‖n)

≤ C(n−2/dλ−1/2
n + Ch2λ−1/2

n + 1)

≤ C ∀vh ∈ Gh,

where we have used h ≤ Cλ1/4
n and nλ

d/4
n ≥ 1 in the last inequality. This yields

‖vh‖L2(Ω) ≤ ‖vh−Πhvh‖L2(Ω)+‖Πhvh‖L2(Ω) ≤ Ch2λ−1/2
n +C ≤ C ∀vh ∈ Gh. (4.17)

Since the dimension of Vh is bounded by Ch−d, we obtain then by using Lemma 4.9
and (4.16) that

logN
(ε

2
, Gh, d̂

)
≤ Ch−d(1 + σn−1/2/ε).
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Inserting this estimate to (4.15)

‖ sup
vh∈Gh

|(e, v̂h −Πhvh)n| ‖ψ2
≤ C

∫ Cσn−1/2

0

√
Ch−d(1 + σn−1/2/ε) dε

≤ Ch−d/2σn−1/2.

This completes the proof since h = O(λ
1/4
n ).

Now we are in the position to complete the proof of Theorem 4.1.
Proof of Theorem 4.1. By Lemma 3.5 we have

‖‖ûh − u0‖n‖ψ2
+ λ1/2

n ‖|uh|2,h‖ψ2

≤ C(h2 + λ1/2
n )‖|un|H2(Ω)‖ψ2

+ C
h2

λ
1/2
n

‖‖un − u0‖n‖ψ2

+ C‖ sup
vh∈Gh

‖|(e, v̂h −Πhvh)n|‖ψ2 .

The theorem follows from (4.8), Lemma 4.10, the assumption σn−1/2 ≤ Cλ1/2+d/8
n ρ0,

and (4.5). This completes the proof. �

5. Numerical examples. In this section, we present several examples to con-
firm the theoretical results in this paper. From Theorem 4.1 we know that the mesh

size should be comparable with λ
1/4
n . The smoothing parameter λn is usually deter-

mined by the cross-validation in the literature [19]. Here we propose a self-consistent
algorithm to determine the parameter λn based on the equation

λ1/2+d/8
n = σn−1/2(|u0|H2(Ω) + σn−1/2)−1, (5.1)

which is indicated from Theorem 4.1. In the algorithm we estimate |u0|H2(Ω) by
|uh|2,h and σ by ‖uh − y‖n since ‖u0 − y‖n = ‖e‖n provides a good estimation of the
variance by the law of large numbers.

Algorithm 5.1. (Self-consistent algorithm for finding λn)
1◦ Given an initial guess of λn,0;
2◦ For k ≥ 0 and λn,k known, compute uh with the parameter λn,k over a quasi-

uniform mesh with the element width h = λ
1/4
n,k ;

3◦ Compute λ
1/2+d/8
n,k+1 = ‖ûh − y‖nn−1/2(|uh|2,h + ‖ûh − y‖nn−1/2)−1.

A natural choice of the initial guess is λn,0 = n−
4
d+4 which is used in our all

computations. We will always take Ω = (0, 1) × (0, 1) and {xi}ni=1 being uniformly
distributed over Ω. The finite element mesh of Ω is constructed by first dividing the
domain into h−1 × h−1 uniform rectangles and then connecting the lower left and
upper right vertices of each rectangle. We set ei, i = 1, 2, · · · , n, being independent
normal random variables with variance σ.

Example 5.1. In this example we show that the choice of the smoothing param-
eter λn by (5.1) is optimal. Let u0 = sin(2πx2 + 3πy)ex

3+y whose surface plot is
depicted in Figure 5.1. Table 5.1 shows the relative empirical error ‖ûh−u0‖n/‖u0‖n
for different choices of λn = 10−k, k = 2, · · · , 9, when σn−1/2 = 1/10, 1/50, 1/500,
respectively. We observe that the relative empirical errors are always the smallest
when λn is closest to the optimal choice given by (5.1). In this example we choose
h = 0.002 sufficiently small so that the finite element errors are negligible.

Example 5.2. In this example we show the convergence of the finite element
method. We fix λn = 10−8 and choose σ, n according to (5.1). Figure 5.2 shows the
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H
HHHHσ

λn 10−2 10−3 10−4 10−5 10−6 10−7 10−8 10−9

1 0.9170 0.8453 0.6325 0.4474 0.5540 0.6394 0.6530 0.6544
2 0.9582 0.8764 0.5528 0.3340 0.4559 0.7588 1.0274 1.0838
4 0.9785 0.8997 0.6007 0.3290 0.4715 0.8055 1.4036 2.0460
10 0.9826 0.8951 0.5875 0.3466 0.4647 0.7741 1.3284 2.3813

HHH
HHσ
λn 10−2 10−3 10−4 10−5 10−6 10−7 10−8 10−9

1 0.9745 0.8935 0.5877 0.2333 0.1125 0.1636 0.3009 0.4837
2 0.9807 0.8964 0.5878 0.2343 0.1062 0.1563 0.2859 0.5243
4 0.9838 0.8997 0.5908 0.2359 0.1151 0.1684 0.2885 0.5061
10 0.9858 0.8999 0.5934 0.2459 0.1207 0.1680 0.2855 0.5008

HH
HHHσ
λn 10−2 10−3 10−4 10−5 10−6 10−7 10−8 10−9

0.1 0.9745 0.8928 0.5840 0.2211 0.0573 0.0207 0.0306 0.0490
0.2 0.9810 0.8974 0.5887 0.2267 0.0556 0.0184 0.0281 0.0516
0.4 0.9840 0.8996 0.5916 0.2309 0.0575 0.0202 0.0284 0.0501
1 0.9858 0.9009 0.5935 0.2328 0.0577 0.0191 0.0280 0.0503

Table 5.1
The relative empirical error ‖ûh − u0‖n/‖u0‖n for different choices of the parameter λn. In

the first table, n is chosen such that σn−1/2 = 1/10. The error is smallest when λn = 10−5 which
agrees with the optimal choice λn ≈ 2.1 × 10−5 by (5.1). In the second table, n is chosen such
that σn−1/2 = 1/50. The error is smallest when λn = 10−6 which agrees with the optimal choice
λn ≈ 2.4 × 10−6 by (5.1). In the third table, n is chosen such that σn−1/2 = 1/500. The error is
smallest when λn = 10−7 which agrees with the optimal choice λn ≈ 1.1× 10−7 by (5.1).

Fig. 5.1. The surface plot of the exact solution u0 = sin(2πx2 + 3πy)ex
3+y .

finite element convergence rate when u0 = sin(2πx2 + 3πy)ex
3+y and u0 = (xy)1.5+α

with α = 0.001. The H2 norm of (xy)1.5+α blows up when α → 0. We observe
that before the finite element error reaches the modeling error controlled by λn, the
convergence rate is about h2, which conforms with our theoretical analysis. We also
remark that the first test function is very smooth and the second test function is almost
only in H2. This explains the difference between the two graphs in Figure 5.2.

Example 5.3. We first show the empirical error ‖u0 − ûh‖n depends linearly on
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(a) (b)

Fig. 5.2. (a) The convergence of the finite element when u0 = sin(2πx2 + 3πy)ex
3+y . (b) The

convergence of the finite element method when u0 = (xy)1.5+α with α = 0.001. The reference line
is the line with the slope −2 corresponding to the convergence rate h2.

λ
1/2
n to confirm (4.3). Let u0 = sin(2πx2 + 3πy)ex

3+y. We choose σ = 10, 5, 1, 0.5
and n varying from 2500 to 25 × 104. We use (5.1) to determine the parameter λn
and take the mesh size h = λ

1/4
n . Figure 5.3 shows clearly the linear dependence of

the empirical error on λ
1/2
n .

Next we show that the probability density function of the empirical error ‖ûh−u0‖n
has an exponentially decaying tail as indicated by (4.3). We set the variance σ = 0.2,

n = 104, and the mesh size h = λ
1/4
n . We take 10,000 samples and compute the

empirical error ‖ûh − u0‖n for each sample. Figure 5.4(a) shows the histogram plot

of the empirical errors for u0 = sin(2πx2 + 3πy)ex
3+y.

Figure 5.4(b) plots the quantile-quantile (Q-Q) plot to compare the sample distri-
bution of the empirical error with the standard normal distribution. The Q-Q plot is
a standard graphic tool in statistics to check the data distribution [11]. If the sample
distribution is indeed normal, the Q-Q plot will give a scattered plot in which the points
show a linear relationship between the sample and the theoretical quantiles. We ob-
serve from Figure 5.4(b) that almost all the points are concentrated around the dotted
line, which implies that the overall distribution of the error is very close to a normal
distribution. Moreover, the points around the two ends are also not far from the line,
which indicates that the tail distribution of the error is also close to a Gaussian tail.
The probability density function is computed by the Matlab function ’qqplot’.

In above examples, we have verified the optimality of the choice λn in (5.1), the
convergence of the finite element method, and the stochastic convergence in Theorem
4.1. In practical computations, one usually does not know the exact solution and
the variance of the noise. Our next example shows the efficiency of Algorithm 5.1 to
determine λn without knowing u0 and σ.

Example 5.4. We test the efficiency of the Algorithm 5.1 to estimate the smooth-
ing parameter λn. Algorithm 5.1 is terminated when |λn,k − λn,k+1| ≤ 10−10. We
show the predicted parameter λalgn and the corresponding relative empirical error eralg

for different choices of σ and n in Table 5.2 for u0 = sin(2πx2 + 3πy)ex
3+y and Table

5.3 for u0 = sin(2πx) sin(2πy). For the ease of comparison, we also show the optimal
parameter λoptn by (5.1) and the corresponding relative empirical error eropt in the
tables.

Algorithm 5.1 usually stops within 20 iterations. We observe that when σn−1/2
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(a) (b)

(c) (d)

Fig. 5.3. The linear dependence of the empirical error ‖u0 − ûh‖n on λ
1/2
n for different choices

of σ. (a)-(d) refer to σ = 10, 5, 1, 0.5, respectively.

(a) (b)

Fig. 5.4. (a) The histogram plot of the empirical errors ‖ûh − u0‖n of 10, 000 samples when

u0 = sin(2πx2 + 3πy)ex
3+y . (b) The quantile-quantile plot of the 10, 000 sample empirical error

distribution versus the standard normal distribution.

is small, the outcome of Algorithm 5.1 agrees quite well with the optimal choice of
the parameter. However, when σn−1/2 is large (e.g. larger than 0.1 in Table 5.2),
the predicted parameters λalgn are much larger than the optimal choice from (5.1).
The corresponding relative empirical errors with both optimal choice (5.1) and the
predicted parameter from Algorithm 5.1 are quite large. Intuitively, in these cases,
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H
HHHHn

σ
0.1 1 5 10

n = 900

λoptn 2.2434e-07 4.8326e-06 4.1295e-05 1.0399e-04
λalgn 1.4122e-07 9.9249e-06 0.7528 0.8393
eropt 0.0303 0.1754 0.5059 0.9895
eralg 0.0300 0.2169 0.9883 1.0898

n = 2500

λoptn 1.1353e-07 2.4457e-06 2.0904e-05 5.2652e-05
λalgn 9.3216e-08 3.7356e-06 0.6697 0.8948
eropt 0.0203 0.1301 0.3760 0.5136
eralg 0.0202 0.1465 0.9920 0.9900

n = 104

λoptn 4.5054e-08 9.7062e-07 8.2973e-06 2.0904e-05
λalgn 4.0800e-08 1.1661e-06 2.4146e-05 0.7256
eropt 0.0130 0.0772 0.2603 0.4340
eralg 0.0130 0.0805 0.3616 0.9968

n = 25× 104

λoptn 5.2695e-09 1.1353e-07 9.7062e-07 2.4457e-06
λalgn 4.8469e-09 1.1312e-07 1.1480e-06 3.5483e-06
eropt 0.0039 0.0210 0.0686 0.1184
eralg 0.0040 0.0210 0.0714 0.1352

Table 5.2
Algorithm 5.1: The predicted parameter λalgn , the corresponding relative empirical error eralg,

the optimal parameter λoptn , and the corresponding relative empirical error eropt for different choices

of σ and n. u0 = sin(2πx2 + 3πy)ex
3+y.

the exact solution is strongly polluted by the noises and more information (e.g. more
measurements) is needed for recovering the exact solution. It is interesting to observe
that even when the predicted parameter from Algorithm 5.1 is quite far from the op-
timal choice, the corresponding empirical errors with the predicted parameter are of
the same order as the errors with the optimal choice of λn , see e.g., the case when
σ = 5, n = 900. This suggests that Algorithm 5.1 is a good alternative for finding the
regularization parameter in practical applications.

6. Appendix: Proof of Lemma 3.4. We first prove the lemma for the case
d = 2. The case of d = 3 will be briefly discussed later. We will construct Πhvh
by using the Agyris element. We recall [9, P.71] that for any K ∈ Mh, Agyris
element is a triple (K,PK ,ΛK), where PK = P5(K) and the set of degrees of freedom,
with the notation in Figure 6.1, ΛK = {p(ai), Dp(ai)(aj − ai), D2p(ai)(aj − ai, ak −
ai), ∂νp(bi), 1 ≤ i, j, k ≤ 3, j 6= i, k 6= i,∀p ∈ C2(K)}. Let Xh be the Agyris finite
element space

Xh = {vh : vh|K ∈ P5(K),∀K ∈Mh, f(vh|K1
) = f(vh|K2

),∀f ∈ ΛK1
∩ ΛK2

}.

It is known that Xh ⊂ H2(Ω).

We define the operator Πh as follows. For any vh ∈ Vh, wh := Πhvh ∈ Xh such
that for any K ∈Mh, wh|K ∈ P5(K) and

∂α(wh|K)(ai) =
1

N(ai)

∑
K′∈Mh(ai)

∂α(vh|K′)(ai), 1 ≤ i ≤ 3, |α| ≤ 2, (6.1)

∂ν(wh|K)(bi) = ∂ν(vh|K)(bi), 1 ≤ i ≤ 3. (6.2)
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H
HHHHn

σ
0.1 1 5 10

n = 900

λoptn 3.7573e-06 8.0865e-05 6.8826e-04 0.0017
λalgn 3.8646e-06 5.6663e-04 0.5203 0.8795
eropt 0.0530 0.3220 0.8352 0.9461
eralg 0.0533 0.5418 1.1182 1.1760

n = 2500

λoptn 1.9015e-06 4.0941e-05 3.4909e-04 8.7667e-04
λalgn 1.8521e-06 1.2797e-04 0.5817 0.8009
eropt 0.0405 0.2784 0.6589 0.9869
eralg 0.0403 0.3936 1.0158 1.2421

n = 104

λoptn 7.5464e-07 1.6253e-05 1.3877e-04 3.4909e-04
λalgn 7.2955e-07 2.1903e-05 0.0027 0.7171
eropt 0.0224 0.1211 0.4207 0.7499
eralg 0.0223 0.1351 0.7220 1.0268

n = 25× 104

λoptn 8.8265e-08 1.9015e-06 1.6253e-05 4.0941e-05
λalgn 8.2733e-08 1.9686e-06 2.3759e-05 1.0877e-04
eropt 0.0067 0.0386 0.1379 0.2478
eralg 0.0067 0.0388 0.1596 0.3523

Table 5.3
Algorithm 5.1: The predicted parameter λalgn , the corresponding relative empirical error eralg,

the optimal parameter λoptn , and the corresponding relative empirical error eropt for different choices
of σ and n. u0 = sin(2πx)× sin(2πy).

Fig. 6.1. The degrees of freedom of Agyris element (left) and Hermite triangle of type (5) (right).

HereMh(ai) and N(ai) are defined above (3.2). To show the estimate (3.9) we follow
an idea in [9, Theorem 6.1.1] and use the H1 conforming but affine equivalent element
Hermite triangle of type (5) [9, P.102], which is a triple (K,PK ,ΘK), where PK =
P5(K) and the set of degrees of freedom ΘK = {p(ai), Dp(ai)(aj − ai), D2p(ai)(aj −
ai, ak − ai), Dp(bi)(ai − bi), 1 ≤ i, j, k ≤ 3, j 6= i, k 6= i,∀p ∈ C2(K)}. For any
K ∈ Mh, denote by pi, pij , pijk, qi the basis functions associated with the degrees of
freedom p(ai), Dp(ai)(aj − ai), D2p(ai)(aj − ai, ak − ai), Dp(bi)(ai − bi), 1 ≤ i, j, k ≤
3, j 6= i, k 6= i.

For any vh ∈ Vh, we also define a linear operator qh := Λhvh as follows: for any
K ∈Mh, qh|K ∈ P5(K) and

∂α(qh|K)(ai) =
1

N(ai)

∑
K′∈Mh(ai)

∂α(vh|K′)(ai), 1 ≤ i ≤ 3, |α| ≤ 2, (6.3)

D(qh|K)(bi)(ai − bi) = D(vh|K)(bi)(ai − bi), 1 ≤ i ≤ 3. (6.4)
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Then from the definition of Morley element and Hermite triangle of type (5), we know
that φh|K := (vh − qh)|K ∈ P5(K) satisfies

φh(x) =
∑

i,j=1,2,3,j 6=i

D(φh|K)(ai)(aj − ai)pij(x)

+
∑

i,j,k=1,2,3,j 6=i,k 6=i

D2(φh|K)(ai)(aj − ai, ak − ai)pijk(x).

Since a regular family of Hermite triangle of type (5) is affine-equivalent, by stan-
dard scaling argument [9, Theorem 3.1.2], we obtain easily |qi|Hm(K) + |pi|Hm(K) +

|pij |Hm(K) + |pijk|Hm(K) ≤ Ch1−m
K , m = 0, 1, 2. Thus, for m = 0, 1, 2,

|φh|Hm(K) ≤ Ch1−m
K

 3∑
i=1

∑
1≤|α|≤2

h|α||∂α(vh|K)(ai)− ∂α(qh|K)(ai)|2
1/2

. (6.5)

By Lemma 3.3 and the fact that ∂α(qh|K)(ai) is the local average of ∂αvh over elements
around ai in (6.3)

|∂α(vh|K)(ai)− ∂α(qh|K)(ai)| ≤ Ch1−|α||vh|2,Mh(ai) ∀1 ≤ |α| ≤ 2,

we recall from the notation in (3.8) that |vh|2,Mh(ai) =
(∑

K∈Mh(ai)
|vh|2H2(K)

)1/2

.

Inserting above estimate into (6.5), we get

|vh − qh|Hm(K) ≤ Ch2−m|vh|2,Mh(K), m = 0, 1, 2. (6.6)

By (6.1)-(6.4) we know that qh − wh ∈ P5(K) and satisfies

qh(x)− wh(x) =

3∑
i=1

D(qh|K − wh|K)(bi)(ai − bi)qi(x).

On the other hand, for 1 ≤ i ≤ 3,

D(qh|K − wh|K)(bi)(ai − bi) = ∂ν(qh|K − vh|K)(bi)[(ai − bi) · ν],

since ∂ν(wh|K)(bi) = ∂ν(vh|K)(bi) by (6.2) and the tangential derivative of (qh|K −
wh|K) vanishes as a consequence of (6.1) and (6.3). Since |qi|Hm(K) ≤ Ch1−m

K for
m = 0, 1, 2, we obtain then

|qh − wh|Hm(K) ≤ Ch2−m

(
3∑
i=1

|∂ν(qh|K − vh|K)(bi)|2
)1/2

≤ Ch2−m|vh|2,Mh(K), m = 0, 1, 2, (6.7)

where in the second inequality we have used the fact that by the inverse estimate and
(6.6),

|∂ν(qh|K − vh|K)(bi)| ≤ |qh − vh|W 1,∞(K) ≤ Ch−1
K |qh − vh|H1(K) ≤ C|vh|2,Mh(K).

Combining (6.6) and (6.7) shows (3.9).
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To show (3.10), we use the notation in the proof of Lemma 3.2, the inverse
estimate and (3.9) to get

‖v̂h − wh‖2n ≤
C

n

∑
K∈Mh

#TK‖vh − wh‖2L∞(K) ≤ C‖vh − wh‖
2
L2(Ω) ≤ Ch

4|vh|22,h.

Now we prove the 3D case which is very similar to the proof for 2D case above. We
will construct Πhvh by using the three dimensional C1 element of Zhang constructed
in [20] which simplifies an earlier construction of Zenisek [21]. For any tetrahedron
K ∈ Mh, the C1 − P9 element in [20] is a triple (K,PK ,ΛK), where PK = P9(K)
and the set of degrees of freedom ΛK consists of the following 220 functionals: for
any p ∈ C2(K),

1◦ The nodal values of p(ai), Dp(ai)(aj − ai), D2p(ai)(aj − ai, ak − ai), D3(ai)(aj −
ai, ak − ai, al − ai), D4p(ai)(aj − ai, ak − ai, al − ai, an − ai), 1 ≤ i ≤ 4, 1 ≤
j ≤ k ≤ l ≤ n ≤ 4, i 6∈ {j, k, l, n}, where {ai}4i=1 are the vertices of K; (120
functionals)

2◦ The 2 first order normal derivatives ∂νkp(aij) and 3 second order normal derivatives
∂2
νkνl

p(bij), ∂
2
νkνl

p(cij) on the edge with vertices ai, aj , 1 ≤ i 6= j ≤ 4, where
νk, k = 1, 2, are unit vectors perpendicular to the edge, and aij = (ai+aj)/2,
bij = (2ai + aj)/3, cij = (ai + 2aj)/3; (48 functionals)

3◦ The nodal value p(aijk) and 6 normal derivatives ∂νp(a
n
ijk) on the face with vertices

ai, aj , ak, 1 ≤ i, j, k ≤ 4, i 6= j, j 6= k, k 6= i, n = 1, 2, · · · , 6, where aijk is
the barycenter of the face and a1

ijk = (2ai + aj + ak)/4, a2
ijk = (ai + 2aj +

ak)/4, a3
ijk = (ai + aj + 2ak)/4, a4

ijk = (4ai + aj + ak)/6, a5
ijk = (ai + 4aj +

ak)/6, a6
ijk = (ai + aj + 4ak)/6; (24 functionals)

4◦ The nodal values p(di), 1 ≤ i ≤ 4, at internal points d1 = (2a1+a2+a3+a4)/5, d2 =
(a1 +2a2 +a3 +a4)/5, d3 = (a1 +a2 +2a3 +a4)/5, d4 = (a1 +a2 +a3 +2a4)/5.
(4 functionals)

Let Xh be the finite element space

Xh = {vh : vh|K ∈ P9(K),∀K ∈Mh, f(vh|K1
) = f(vh|K2

),∀f ∈ ΛK1
∩ ΛK2

}.

It is known that Xh ⊂ H2(Ω). We define the operator Πh as follows. For any
vh ∈ Vh, wh := Πhvh ∈ Xh such that for any K ∈ Mh, wh|K ∈ P9(K), for the
degrees of freedom at vertices ai, 1 ≤ i ≤ 4,

∂α(wh|K)(ai) =
1

N(ai)

∑
K′∈Mh(ai)

∂α(vh|K′)(ai), |α| ≤ 4, (6.8)

for the degrees of freedom on the edge with vertices ai, aj , 1 ≤ i 6= j ≤ 4,

∂νk(wh|K)(aij) =
1

N(aij)

∑
K′∈Mh(aij)

∂νk(vh|K′)(aij), k = 1, 2, (6.9)

∂νkνl(wh|K)(bij) =
1

N(bij)

∑
K′∈Mh(bij)

∂νkνl(vh|K′)(bij), k, l = 1, 2, (6.10)

∂νkνl(wh|K)(cij) =
1

N(cij)

∑
K′∈Mh(cij)

∂νkνl(vh|K′)(cij), k, l = 1, 2, (6.11)
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for the degrees of freedom on the faces with vertices ai, aj , ak, 1 ≤ i, j, k ≤ 4, i 6=
j, j 6= k, k 6= i,

(wh|K)(aijk) =
1

N(aijk)

∑
K′∈Mh(aijk)

(vh|K′)(aijk), (6.12)

∂ν(wh|K)(anijk) =
1

N(anijk)

∑
K′∈Mh(anijk)

∂ν(vh|K′)(anijk), n = 1, 2 · · · , 6, (6.13)

and finally for the degrees of freedom at the interior points di, 1 ≤ i ≤ 4,

(wh|K)(di) = (vh|K)(di). (6.14)

To show the desired estimate (3.9) in 3D we use the C0-P9 element in [20] which is
a triple (K,PK ,ΘK), where PK = P9(K) and the set of degrees of freedom ΘK is
defined by replacing some of the degrees of freedom of the C1 − P9 element ΛK as
follows:
1◦ For the edge with vertices ai, aj , 1 ≤ i 6= j ≤ 4, replace the 2 edge first order

normal derivatives by Dp(aij)(ak − aij), Dp(aij)(al − aij) and denote the
corresponding nodal basis functions pkij(x), plij(x), where ak, al are the other
2 vertices of K other than ai, aj ;

2◦ For the edge with vertices ai, aj , 1 ≤ i 6= j ≤ 4, replace the 3 edge second order
normal derivatives by D2p(bij)(ak−bij , al−bij), D2p(cij)(ak−bij , al−bij) and
denote the corresponding nodal basis functions pklij (x), qklij (x), where ak, al are
the other 2 vertices of K other than ai, aj ;

3◦ For the face with vertices ai, aj , ak, 1 ≤ i, j, k ≤ 4, i 6= j, j 6= k, k 6= i, replace the
face normal derivatives by Dp(anijk)(al − anijk) and denote the corresponding
nodal basis functions pnijk(x), where al is the vertex of K other than ai, aj , ak,
n = 1, 2 · · · , 6.

A regular family of this C0 − P9 element is affine-equivalent. For any vh ∈ Vh,
we also define an operator qh := Λhvh in a similar way as the definition of Πh by re-
placing the average normal derivatives in (6.9)-(6.11) and (6.13) by the corresponding
directional derivatives in the definition of degrees of freedom for the C0−P9 element.
By the same argument as that in the proof of 2D case in section 3 we have

|vh − qh|Hm(K) ≤ Ch2−m|vh|2,Mh(K), m = 0, 1, 2. (6.15)

Next we expend qh − wh ∈ P9(K) in terms of the nodal basis functions of the
C0 − P9 element. From the definition of the C1 − P9 and C0 − P9 elements, we have
qh − wh = φe + φf in K, where the edge part of the function qh − wh is

φe(x) =
∑

1≤i6=j≤4

{k,l}∈{1,2,3,4}\{i,j},k 6=l

[
D(qh|K − wh|K)(aij)(ak − aij)pkij(x)

+ D(qh|K − wh|K)(aij)(al − aij)plij(x)
]

+
∑

1≤i6=j≤4

{k,l}∈{1,2,3,4}\{i,j},k≤l

[
D2(qh|K − wh|K)(bij)(ak − bij , al − bij)pklij (x)

+ D2(qh|K − wh|K)(cij)(ak − cij , al − cij)qklij (x)
]
,
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and the face part of the function qh − wh is

φf (x) =
∑

1≤i,j,k≤4,i 6=j,j 6=k,k 6=i
{l}∈{1,2,3,4}\{i,j,k}

6∑
n=1

D(qh|K − wh|K)(anijk)(al − anijk)pnijk(x).

Since the tangential derivatives of qh − wh along the edges vanish, we obtain by the
same argument as that in the proof of 2D case in section 3 that

|φe|Hm(K) ≤ Ch2−m|vh|2,Mh(K), m = 0, 1, 2. (6.16)

On any face F of K, qh−wh−φe ∈ P9(F ) and its nodal values at 3 vertices up to
4th order derivatives vanish, its first order normal derivative at the midpoint and two
second order normal derivatives at two internal trisection points on 3 edges vanish,
and the nodal value at the barycenter also vanishes. This implies qh − wh − φe = 0
on any face of the element K. Let τnijk be the tangential unit vector on the face of
vertices ai, aj , ak such that

al − anijk = [(al − anijk) · τnijk]τnijk + [(al − anijk) · ν]ν.

Now by (6.11), (6.15)-(6.16), and the inverse estimate we have

|D(qh|K − wh|K)(anijk)(al − anijk)|
≤ |[(al − anijk) · τnijk]Dφe(a

n
ijk)τnijk|+ |[(al − anijk) · ν]D(qh|K − wh|K)(anijk)ν|

≤ Ch1/2|vh|2,Mh(K). (6.17)

Since a regular family of C0 − P9 element is affine-equivalent, we have |pnijk|Hm(K) ≤
Ch3/2−m, m = 0, 1, 2. Therefore, by (6.17) we obtain

|φf |Hm(K) ≤ Ch2−m|vh|2,Mh(K), m = 0, 1, 2. (6.18)

Combining (6.15), (6.16), (6.18) yields the desired estimate (3.9) in 3D since vh−wh =
(vh − qh) + φe + φf in K. The estimate (3.10) can be proved in the same way as the
proof for the 2D case in section 3. This completes the proof. �
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