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Abstract. We propose a new single frequency reverse time migration (RTM)

algorithm for imaging extended targets using electromagnetic waves. The imaging

functional is defined as the imaginary part of the cross-correlation of the Green function

for Helmholtz equation and the back-propagated electromagnetic field. The resolution

of our RTM method for both penetrable and non-penetrable extended targets is studied

by virtue of Helmholtz-Kirchhoff identity for the time-harmonic Maxwell equation.

The analysis implies that our imaging functional is always positive and thus may

have better stability properties. Numerical examples are provided to demonstrate the

powerful imaging quality and confirm our theoretical results.
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1. Introduction

In this paper we propose a reverse time migration algorithm for inverse electromagnetic

scattering problems. Let D be a bounded Lipschitz domain in R3 with ν being the unit

outer normal to its boundary ΓD. We assume the incident wave is generated by a point

source at xs on a surface Γs far away from the obstacle and we measure the electric field

E on a surface Γr which need not to be identical to Γs. For penetrable obstacles D, the

measured field E is the solution of the following problem:

curl curlE − k2n(x)E = δxs
(x)p in R

3, (1.1)

r (curlE × x̂− ikE) → 0 as r = |x| → ∞, (1.2)

where k > 0 is the wave number, n ∈ L∞(D) is a positive scalar function which is equal

to 1 outside D, δxs
is the Dirac source located at xs, p ∈ R3, |p| = 1, is the polarization

direction of the source, and x̂ = x/|x|. The condition (1.2) is the well-known Silver-

Müller radiation condition. For non-penetrable obstacles D, the measured field E is the

solution of the following problem:

curl curlE − k2E = δxs
(x)p in R

3, (1.3)

ν × E = 0 or ν × curlE − ikη(x)(ν × E × ν) = 0 on ΓD, (1.4)

r (curlE × x̂− ikE) → 0 as r = |x| → ∞, (1.5)

where η(x) ≥ 0 is a bounded function on ΓD. The Dirichlet condition ν × E = 0 on

ΓD corresponds to the perfectly conducting obstacle. The second condition in (1.4) is

the impedance condition. The existence and uniqueness of the problem (1.1)-(1.2) such

that Es = E −Ei in Hloc(curl ;R
3) and the problem (1.3)-(1.5) such that Es = E −Ei

in Hloc(curl ;R
3\D̄) is a well studied subject in the literature [14, 25, 12, 21], where

Ei(x, xs) = G(x, xs)p and G(x, xs) ∈ R3×3 is the dyadic Green function for the time-

harmonic Maxwell equation (see section 2 below).

The direct methods for solving inverse scattering problems have drawn considerable

interest in the literature in recent years. One example is the MUltiple SIgnal

Classification (MUSIC) method [31, 17, 5, 1] which are particularly useful in identifying

well-separated small inclusions. The other class of direct method includes the linear

sampling method [13], the factorization method [19, 20], and the point source method

[29, 30]. The third class of the method is the reverse time migration (RTM) or the

closely related prestack depth migration methods [2, 9, 3] that are widely used in the

geophysical community.

In this paper we propose a new RTM algorithm for imaging extended targets using

electromagnetic waves by extending our previous study in [11] where we consider the

single frequency RTM method for extended targets using acoustic waves. The resolution

analysis in [11], which applies in both penetrable and non-penetrable obstacles with any

type of boundary conditions including sound soft, sound hard, or impedance condition

on the obstacle, implies that the imaginary part of the two point correlation imaging

functional is always positive and thus may have better stability properties. We also

refer to [16, 23] for using RTM methods to find small electromagnetic inclusions.
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Let Es(x, xs) be the scattered electric field which is measured on some surface Γr.

The first step of the RTM method is to back-propagate the complex conjugated (time

reversed) of the recorded data on Γr into the computational domain by solving a Maxwell

source problem to obtain the back-propagated field Fb. A direct extension of the imaging

functional from acoustic waves would be to compute the cross-correlation of Ei and Fb

which is indeed used in [16, 23]. We propose to use a novel imaging functional which

computes the correlation of g(x, xs)p and Fb, where g(x, xs) is the fundamental solution

of the Helmholtz equation. This new imaging functional is simpler in the computation

and allows to provide a resolution analysis for extended targets for both penetrable and

non-penetrable targets.

The rest of this paper is outlined as follows. In section 2 we introduce the RTM

algorithm. In section 3 we study the resolution of the imaging algorithm in section

2 for both penetrable and non-penetrable obstacles. In section 4 we report extensive

numerical experiments to show the competitive performance of our RTM algorithm.

2. The reverse time migration algorithm

In this section we introduce the RTM imaging method for inverse electromagnetic

scattering problems. We assume that there are Ns transducers on Γs = ∂Bs and

Nr transducers on Γr = ∂Br, where Bs and Br are the balls of radius Rs and Rr,

respectively. The distribution of the transducers and receivers are uniform in polar

and azimuthal angular coordinates on the sphere. Let (Rs, θs, φs) and (Rr, θr, φr) be

the spherical coordinates of the source xs and the receiver xr, respectively. We denote

by Ω the sampling domain in which the obstacle is sought. We assume the obstacle

D ⊂ Ω and Ω is inside in Bs, Br. We assume that Ω is far away from Γs,Γr, that is,

dist(Ω,Γs) ≥ CRs, dist(Ω,Γr) ≥ CRr for some fixed constant C > 0.

The dyadic Green function G(x, y) is a C3×3 matrix defined by

G(x, y) = g(x, y)I+
∇x∇x

k2
g(x, y), (2.6)

where I is the R3×3 identity matrix and g(x, y) is the fundamental solution of the

Helmholtz equation in 3D: g(x, y) = eik|x−y|

4π|x−y|
. Clearly G(x, y) is a symmetric matrix.

We denote its column vectors by g1(x, y), g2(x, y), g3(x, y), which satisfy

curl curl gl(x, y)− k2gl(x, y) = δy(x)el in R
3, l = 1, 2, 3,

where el is the unit vector of the xl axis. Let Ei(x, xs) = G(x, xs)p, where p is a unit

polarization vector, be the incident field and Es(xr, xs) = E(xr, xs)− Ei(xr, xs) be the

scattered electric field measured at xr, where E(x, xs) is the solution of the problem

either (1.1)-(1.2) or (1.3)-(1.5).

Our reverse time imaging algorithm consists of two steps. The first step is the back-

propagation in which we back-propagate the complex conjugated data Es(xr, xs) into

the domain. The second step is the correlation in which we compute the cross-correlation

of the modified incident field and the back-propagated field.
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Algorithm 2.1 (Reverse time migration algorithm)

Given the data Es(xr, xs) which is the measurement of the scattered electric field at xr

when the source is emitted at xs, s = 1, . . . , Ns and r = 1, . . . , Nr.

1◦ Back-propagation: For s = 1, . . . , Ns, compute the solution Fb of the following

problem:

curl curlFb(x, xs)− k2Fb(x, xs) = −
1

Nr

Nr
∑

r=1

|∆(xr)|Es(xr, xs)δxr
(x) in R

3, (2.7)

r (curlFb × x̂− ikFb) → 0 as r → ∞, (2.8)

where |∆(xr)| = 2π2R2
r sin(θr) is the surface element at xr.

2◦ Cross-correlation: For z ∈ Ω, compute

I(z) = k2 · Im

{

1

Ns

Ns
∑

s=1

|∆(xs)| g(z, xs)p · Fb(z, xs)

}

, (2.9)

where |∆(xs)| = 2π2R2
s sin(θs) is the surface element at xs.

We remark that we use the modified incident wave g(z, xs)p instead of the

incident wave G(z, xs)p in the imaging functional which is simpler and cheaper in the

computation. We take the imaginary part of the correlation of the modified incident

field and the back-propagated field is motivated by the resolution analysis in the next

section where we show that I(z) is a positive function and thus is more stable than

the real part of the correlation functional. By using the dyadic Green function we can

represent the solution Fb of (2.7)-(2.8) as

Fb(z, xs) = −
1

Nr

Nr
∑

r=1

|∆(xr)|G(z, xr)
TEs(xr, xs),

which implies for z ∈ Ω,

I(z) = −k2 · Im

{

1

NsNr

Ns
∑

s=1

Nr
∑

r=1

|∆(xr)| |∆(xs)| g(z, xs)p ·G(z, xr)
TEs(xr, xs)

}

.(2.10)

This formula is used in our numerical experiments in section 4.

Noticing that for z ∈ Ω which is a subdomain of Ωs, g(z, xs) is a smooth function in

xs ∈ Γs. Similarly, G(z, xr) is smooth in xr ∈ Γr. We also know that since Es = E−Ei

is the scattering solution of (1.1)-(1.2) or (1.3)-(1.4), Es(xr, xs) is also smooth in xr, xs.

Therefore, the imaging functional I(z) in (2.10) is a good quadrature approximation of

the following continuous functional:

Î(z) = −k2 · Im

∫

Γr

∫

Γs

g(z, xs)p ·G(z, xr)
TEs(xr, xs)ds(xs)ds(xr) ∀z ∈ Ω.(2.11)

This formula is the starting point of our resolution analysis in the next section.

3. The resolution analysis

In this section we consider the resolution of the imaging functional in (2.11). We start

by recalling the Helmholtz-Kirchhoff identity (see [4]).
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Lemma 3.1 Let D be a bounded Lipschitz domain in R3 with ν being the unit outer

normal to the boundary. For any p, q ∈ R3, we have
∫

∂D

(

G(x, ξ)p · ν × curl (G(ξ, y)q)− ν × curl (G(x, ξ)p) ·G(ξ, y)q
)

ds(ξ)

= −2i p · ImG(x, y)q ∀x, y ∈ D.

Proof. For the sake of completeness we sketch a proof here. For any fixed x ∈ D, since

ImG(x, ·)q satisfies the Maxwell equation, we use the integral representation formula to

get, for any y ∈ D,

ImG(x, y)q · el =

∫

∂D

(

ν × curl gl(x, ξ) · ImG(ξ, y)q

− gl(x, ξ) · ν × curl (ImG(ξ, y)q)
)

ds(ξ), l = 1, 2, 3.

Thus

p · ImG(x, y)q =

∫

∂D

(

ν × curl (G(x, ξ)p) · ImG(ξ, y)q

−G(x, ξ)p · ν × curl (ImG(ξ, y)q)
)

ds(ξ).

Since ImG(ξ, y)q = 1
2i
(G(ξ, y)q−G(ξ, y)q), we know the lemma follows if we can prove,

for any x, y ∈ ∂D,
∫

∂D

(

ν × curl (G(x, ξ)p) ·G(ξ, y)q −G(x, ξ)p · ν × curl (G(ξ, y)q)
)

ds(ξ) = 0. (3.12)

Let BR be a ball of radius R > 0 such that D̄ ⊂ BR. Since x, y ∈ D, G(x, ·)p and

G(·, y)q satisfy the Maxwell equation in BR\D̄. By integration by parts we have
∫

∂D

(

ν × curl (G(x, ξ)p) ·G(ξ, y)q −G(x, ξ)p · ν × curl (G(ξ, y)q)
)

ds(ξ)

=

∫

∂BR

(

ν × curl (G(x, ξ)p) ·G(ξ, y)q −G(x, ξ)p · ν × curl (G(ξ, y)q)
)

ds(ξ)

=

∫

∂BR

(

G(x, ξ)p · (curl (G(ξ, y)q)× x̂− ikG(ξ, y)q)

− (curl (G(x, ξ)p)× x̂− ikG(x, ξ)p) ·G(ξ, y)q
)

ds(ξ).

This show the desired identity (3.12) by letting R → ∞ and using the asymptotic rela-

tions G(x, ξ)p = O(|ξ|−1) and curl (G(x, ξ)p) × x̂ − ikG(x, ξ)p = O(|ξ|−2) as |ξ| → ∞

(see e.g., [26, Theorem 5.2.2]). This completes the proof. ✷

The following corollary of the Helmholtz-Kirchhoff identity plays a key role in our

analysis.

Lemma 3.2 We have

k

∫

Γr

G(x, xr)
T
G(xr, z)ds(xr) = ImG(x, z) +Wr(x, z) ∀x, z ∈ Ω,

where |wij
r (x, z)| + |∇xw

ij
r (x, z)| ≤ CR−1

r uniformly for any x, z ∈ Ω. Here wij
r (x, z) is

the (i, j)-element of the matrix Wr(x, z), i, j = 1, 2, 3.
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Proof. We use the following asymptotic relations

G(x, xr)p = O(R−1
r ), curl (G(x, xr)p)× x̂− ikG(x, xr)p = O(R−2

r ),

and Lemma 3.1 to obtain that for any p, q ∈ R
3,

k

∫

Γr

G(x, xr)p ·G(xr, z)qds(xr) = p · ImG(x, z)q +O(R−1
r ) ∀x, z ∈ Ω.

This shows the estimate for |wij
r (x, z)|. The estimate for |∇xw

ij
r (x, z)| can be proved

similarly by using the following asymptotic relations:

∂

∂xj
(G(x, xr)p) = O(R−1

r ),
∂

∂xj

(

curl (G(x, xr)p)× x̂− ikG(x, xr)p
)

= O(R−2
r ),

for any x ∈ Ω, xr ∈ Γr, j = 1, 2, 3. This completes the proof. ✷

Similarly we can prove the following lemma by using the Helmholtz-Kirchhoff

identity for the Helmholtz equation.

Lemma 3.3 We have

k

∫

Γs

g(z, xs)G(x, xs) ds(xs) = ImG(x, z) +Ws(x, z) ∀x, z ∈ Ω,

where |wij
s (x, z)| + |∇xw

ij
s (x, z)| ≤ CR−1

s uniformly for any x, z ∈ Ω. Here wij
s (x, z) is

the (i, j)-element of the matrix Ws(x, z), i, j = 1, 2, 3.

Proof. By (2.6), we know that for x, z ∈ Ω,
∫

Γs

g(z, xs)G(x, xs) ds(xs) = (I+
∇x∇x

k2
)

∫

Γs

g(z, xs)g(x, xs) ds(xs).

By [11, Lemma 3.2] we have

k

∫

Γs

g(z, xs)g(x, xs) ds(xs) = Im g(x, z) + ws(x, z) ∀x, z ∈ Ω,

where |ws(x, z)|+ |∇xws(x, z)| ≤ CR−1
s uniformly in x, z ∈ Ω. It is easy to show that we

also have |∂2ws(x, z)/∂xi∂xj | + |∂3ws(x, z)/∂xi∂xj∂xk| ≤ CR−1
s uniformly in x, z ∈ Ω,

i, j, k = 1, 2, 3. This completes the proof. ✷

Now we recall the definition of the Dirichlet-to-Neumann mapping Ge :

H−1/2(div; ΓD) → H−1/2(div; ΓD) for Maxwell scattering problems (see e.g., [25]). For

any g ∈ H−1/2(div; ΓD), Ge(g) = ν× curlU , where U ∈ Hloc(curl ;R
3\D̄) is the solution

of the following scattering problem:

curl curlU − k2U = 0 in R
3\D̄, (3.13)

ν × U = g on ΓD, r (curlU × x̂− ikU) → 0 as r → ∞. (3.14)

The far field pattern U∞(x̂) of the solution U to the scattering problem (3.13)-(3.14) is

defined by the asymptotic behavior

U(x) =
eik|x|

|x|

{

U∞(x̂) +O

(

1

|x|

)}

, |x| → ∞, (3.15)

where x̂ = x/|x| ∈ S2 := {x ∈ R3 : |x| = 1}.
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Lemma 3.4 Let g ∈ H−1/2(div; ΓD) and U be the radiation solution satisfying (3.13)-

(3.14); then

Im 〈g × ν,Ge(g)〉ΓD
= k

∫

S2

|U∞(x̂)|2dx̂ ≥ 0,

where 〈·, ·〉ΓD
is the duality pairing between H−1/2(curl ; ΓD) and H−1/2(div; ΓD).

Proof. We first remark that for the solution U of the problem (3.13)-(3.14), g × ν =

ν×U |ΓD
×ν ∈ H−1/2(curl ; ΓD), the dual space of H

−1/2(div; ΓD) (see e.g., [26, Theorem

5.4.2] for smooth domains and [6, Lemma 5.6] for Lipschitz domains). Let BR be a ball

of radius R that includes D. By integrating by parts one easily obtains

〈g × ν,Ge(g)〉ΓD
= 〈U, ν × curlU〉ΓD

=

∫

BR\D̄

(|curlU |2 − k2|U |2)dx+

∫

ΓR

U · x̂× curl Ūds(x).

Thus by the Silver-Müller radiation condition

Im 〈g × ν,Ge(g)〉ΓD
= lim

R→∞
Im

∫

ΓR

U · x̂× curl Ūds(x) = lim
R→∞

k

∫

ΓR

|U |2ds(x).

This completes the proof by (3.15). ✷

The following stability estimate for the forward scattering problem can be found in

[12, Theorem 4.2] and [21].

Lemma 3.5 Assume that n(x) is positive and piecewise smooth in D and f ∈ L2(R3)

has compact support. The the following problem

curl curlU − k2n(x)U = f(x) in R
3,

r (curlU × x̂− ikU) → 0 as r → ∞,

has a unique solution U ∈ Hloc(curl ;R
3). Moreover, the solution satisfies ‖U‖H(curl;D) ≤

C‖f‖L2(R3) for some constant C independent of f .

The following theorem on the resolution of the RTM algorithm for penetrable

scatterers is the first main result of this paper.

Theorem 3.1 For any z ∈ Ω, let Ψ(x, z) be the radiation solution of the Maxwell

scattering problem

curl curl Ψ(x, z)− k2n(x)Ψ(x, z) = k2(n(x)− 1)ImG(x, z)p in R
3. (3.16)

Then if the measured field Es = E − Ei and E satisfies (1.1)-(1.2), we have

Î(z) = k

∫

S2

|Ψ∞(x̂, z)|2dx̂+ wÎ(z),

where ‖wÎ‖L∞(Ω) ≤ C(R−1
s +R−1

r ).
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Proof. By (2.11) we know that for any z ∈ Ω,

Î(z) = −k2 · Im

∫

Γs

g(z, xs)p · Fb(z, xs)ds(xs), (3.17)

where Fb(z, xs) is the back-propagated field

Fb(z, xs) =

∫

Γr

G(z, xr)
TEs(xr, xs)ds(xr).

It is easy to see that Es(x, xs) satisfies

curl curlEs(x, xs)− k2Es(x, xs) = k2(n(x)− 1)E(x, xs),

which implies by using the dyadic Green function that

Es(xr, xs) =

∫

D

k2(n(x)− 1)G(xr, x)
TE(x, xs)dx. (3.18)

By Lemma 3.2

Fb(z, xs) =

∫

D

∫

Γr

k2(n(x)− 1)G(z, xr)
T
G(xr, x)E(x, xs)ds(xr)dx

=
1

k

∫

D

k2(n(x)− 1)(ImG(x, z) +Wr(x, z))E(x, xs)dx,

where we have used the fact that G(xr, x) is symmetric in the first equality. From (3.17)

we have then

Î(z) = −k Im

∫

D

k2(n(x)− 1)p · (ImG(x, z) +Wr(x, z))v(x, z)dx, (3.19)

where v(x, z) = k
∫

Γs
g(z, xs)E(x, xs)ds(xs). Since E(x, xs) = G(x, xs)p + Es(x, xs), we

obtain by Lemma 3.3 that

v(x, z) = (ImG(x, z) +Ws(x, z))p+ k

∫

Γs

g(z, xs)Es(x, xs)ds(xs).

Denote w(x, z) = k
∫

Γs
g(z, xs)Es(x, xs)ds(xs). Since Es(x, xs) satisfies

curl curlEs(x, xs)− k2n(x)Es(x, xs) = k2(n(x)− 1))G(x, xs)p,

we know that w(x, z) satisfies

curl curlw(x, z)− k2n(x)w(x, z) = k

∫

Γs

g(z, xs)[k
2(n(x)− 1)G(x, xs)p]ds(xs)

= k2(n(x)− 1)(ImG(x, z) +Ws(x, z))p in R
3,

where we have used Lemma 3.3 again in the last equality. Now from (3.16) we know

that ζ(x, z) := w(x, z)−Ψ(x, z) satisfies

curl curl ζ(x, z)− k2n(x)ζ(x, z) = k2(n(x)− 1)Ws(x, z)p in R
3,

and the Silver-Müller radiation condition. By Lemma 3.5 we obtain

‖ζ(·, z)‖H(curl ;D) ≤ C‖k2(n(·)− 1)Ws(·, z)p‖L2(D) ≤ CR−1
s ,

where we have used Lemma 3.3. This implies that

v(x, z) = w(x, z) + (ImG(x, z) +Ws(x, z))p

= Ψ(x, z) + ζ(x, z) + (ImG(x, z) +Ws(x, z))p,
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where ‖ζ(·, z)‖L2(D) + ‖Ws(·, z)p‖L2(D) ≤ CR−1
s . Now by (3.19) we obtain

Î(z) = − Im

∫

D

k2(n(x)− 1)p · ImG(x, z)(Ψ(x, z) + ImG(x, z)p)dx +O(R−1
s +R−1

r )

= − Im

∫

D

k2(n(x)− 1)ImG(x, z)p ·Ψ(x, z)dx+O(R−1
s +R−1

r ).

Now by (3.16) and integrating by parts we have

− Im

∫

D

k2(n(x)− 1)ImG(x, z)p ·Ψ(x, z)dx

= −

∫

D

(curl curl Ψ(x, z)− k2n(x)Ψ(x, z))Ψ(x, z)dx

= − Im

∫

ΓD

ν × curl Ψ(x, z) ·Ψ(x, z)dx

= Im

∫

ΓD

Ψ(x, z) · ν × curl Ψ(x, z)dx.

This completes the proof by Lemma 3.4. ✷

Noticing that

curl curl (ImG(x, z)p)− k2n(x)(ImG(x, z)p) = k2(1− n(x))(ImG(x, z)p),

we know that Ψ(x, z) is the radiation solution of the Maxwell equation with the incident

wave ImG(x, z)p. It is known that ImG(x, z)p = k
4π
[(I+∇x∇x

k2
)j0(k|x−z|)]p which peaks

when x = z and decays as |x − z| becomes large. It is clear that the source in (3.16)

is supported in D since n(x) = 1 outside D. Thus the source becomes small when z

moves away from ∂D outside the scatterer. On the other hand, the source will not be

small when z is inside D. Therefore we expect that the imaging functional will have a

contrast at the boundary of the scatterer D and decay away from the scatterer. This is

indeed confirmed in our numerical experiments.

Now we consider the resolution of the imaging functional in the case of non-

penetrable obstacles. We only prove the results for the case of impedance boundary

condition. The case of Dirichlet boundary condition is similar and left to the interested

readers. We need the following result on the forward scattering problem for non-

penetrable scatterers with the impedance boundary condition. It can be proved by

adapting the proof in [7] for partially coated scatterers or by using the method of

limiting absorption principle, see e.g. [22].

Lemma 3.6 Let η ≥ 0 be bounded on ΓD and g ∈ L2(ΓD). Then the scattering problem

curl curlU − k2U = 0 in R
3,

ν × curlU − ikη(x)(ν × U × ν) = g on ΓD,

r (curlU × x̂− ikU) → 0 as r = |x| → ∞,

has a unique solution U ∈ Hloc(curl ;R
3\D̄) which satisfies ‖U‖Hloc(curl ;R3\D̄) ≤

C‖g‖L2(ΓD) for some constant C independent of g.
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Theorem 3.2 For any z ∈ Ω, let Ψ(x, z) be the radiation solution of the Maxwell

equation

curl curl Ψ(x, z)− k2Ψ(x, z) = 0 in R
3\D̄ (3.20)

with the impedance boundary condition

ν × curl Ψ(x, z)− ikη(x)ν ×Ψ(x, z)× ν

= − [ν × curl (ImG(x, z)p)− ikη(x)ν × (ImG(x, z)p)× ν] on ΓD. (3.21)

Then if the measured field Es = E − Ei and E satisfies (1.3)-(1.5) with the impedance

condition in (1.4), we have

Î(z) = k

∫

S2

|Ψ∞(x̂, z)|2dx̂+ k

∫

ΓD

η(x)|ν × (Ψ(x, z) + ImG(x, z)p)× ν|2ds+ wÎ(z),

where ‖wÎ‖L∞(Ω) ≤ C(R−1
s +R−1

r ).

Proof. By (2.11) we know that for any z ∈ Ω,

Î(z) = −k2 · Im

∫

Γs

g(z, xs)p · Fb(z, xs)ds(xs), (3.22)

where Fb(z, xs) is the back-propagated field

Fb(z, xs) =

∫

Γr

G(z, xr)
TEs(xr, xs)ds(xr). (3.23)

Since curl curlEs(x, xs) − k2Es(x, xs) = 0 in R
3\D̄, we obtain by the integral

representation formula that

Es(xr, xs) · el =

∫

ΓD

[gl(xr, x) · ν × curlEs(x, xs)− ν × curl gl(xr, x) · E
s(x, xs)]ds,

where gl satisfies (2.6). Now (3.23) implies that

Fb(z, xs) · ei =

∫

Γr

gi(z, xr) ·Es(xr, xs)ds(xr)

=
3

∑

l=1

∫

Γr

∫

ΓD

gi(z, xr) · el

[

gl(xr, x) · ν × curlEs(x, xs)

− ν × curl gl(xr, x) · Es(x, xs)
]

dsds(xr).

Denote by gij(x, y) the (i, j)-element of the matrix G(x, y). By Lemma 3.2 we have

3
∑

l=1

∫

Γr

(gi(z, xr) · el)gl(xr, x)ds(xr) =

3
∑

l=1

3
∑

j=1

∫

Γr

gil(z, xr)gjl(xr, x)ejds(xr)

=
1

k
[ImG(x, z) +Wr(x, z)] ei.

Thus

Fb(z, xs) · ei =
1

k

∫

ΓD

{

(ImG(x, z) +Wr(x, z))ei · ν × curlEs(x, xs)

− ν × curl [(ImG(x, z) +Wr(x, z))ei] ·Es(x, xs)
}

ds.
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Substituting above identity into (3.22) we have

Î(z) = − k · Im

∫

ΓD

g(z, xs)
{

(ImG(x, z) +Wr(x, z))p · ν × curl vs(x, z)

− ν × curl [(ImG(x, z) +Wr(x, z))p] · vs(x, z)
}

ds, (3.24)

where vs(x, z) = k ·
∫

Γs
g(z, xs)Es(x, xs)ds(xs). By taking the complex conjugate,

vs(x, z) = k ·

∫

Γs

g(z, xs)E
s(x, xs)ds(xs).

Thus vs(x, z) is the weighted superposition of the scattered waves Es(x, xs). Therefore,

vs(x, z) is the radiation solution of the Maxwell equation

curl curl vs(x, z)− k2vs(x, z) = 0 in R
3\D̄

satisfying the impedance condition

ν × curl vs(x, z)− ikη(x)ν × vs(x, z)× ν

= −

∫

Γs

g(z, xs) [ν × curl (G(y, xs)p)− ikη(x)ν × (G(y, xs)p)× ν] ds(xs)

= −
{

ν × curl (ImG(x, z)p +Ws(x, z)p)

− ikη(x)ν × (ImG(x, z)p +Ws(x, z)p)× ν
}

on ΓD,

where we have used Lemma 3.3 in the last inequality. This implies by (3.20)-(3.21)

that vs(x, z) = (Ψ(x, z) + ζ(x, z)), where ζ(x, z) satisfies the scattering problem in

Lemma 3.6 with g(·) = −(ν × curl (Ws(·, z)p)− ikη(·)ν × (Ws(·, z)p)× ν). By Lemma

3.3 and Lemma 3.6, we know that ζ(x, z) satisfies the estimate ‖ζ(·, z)‖Hloc(curl ;R3\D̄) ≤

C‖g‖L2(ΓD) ≤ CR−1
s uniformly for z ∈ Ω. Substituting vs(x, z) = (Ψ(x, z)+ζ(x, z)) into

(3.24) we obtain

Î(z) = − Im

∫

ΓD

(

ImG(x, z)p · ν × curl Ψ(x, z)

− ν × curl (ImG(x, z)p) ·Ψ(x, z)
)

ds+O(R−1
s +R−1

r )

= Im

∫

ΓD

(

ImG(x, z)p · ν × curl Ψ(x, z)

− ν × curl (ImG(x, z)p) ·Ψ(x, z)
)

ds+O(R−1
s +R−1

r ).

By (3.21) we have

Im

∫

ΓD

(

ImG(x, z)p · ν × curl Ψ(x, z)− ν × curl (ImG(x, z)p) ·Ψ(x, z)
)

ds

= Im

∫

ΓD

{

ImG(x, z)p · (ν × curl Ψ(x, z)− ikη(x)ν ×Ψ(x, z)× ν)

− [ν × curl (ImG(x, z)p) + ikη(x)ν × (ImG(x, z)p)× ν) ·Ψ(x, z)]

+ 2ikη(x)ν × (ImG(x, z)p) × ν · ν ×Ψ(x, z)× ν
}

ds
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= Im

∫

ΓD

ν × curl Ψ(x, z) ·Ψ(x, z)ds

+ k

∫

ΓD

η(x)|ν × (Ψ(x, z) + ImG(x, z)p)× ν|2ds.

This completes the proof by using Lemma 3.4. ✷

4. Numerical results

In this section we show several numerical examples to illustrate the performance of the

RTM algorithm proposed in this paper.

4.1. Numerical examples in 2D

We first show the efficiency of our imaging algorithm in the setting of transverse electric

(TE) case, that is, the electromagnetic waves are independent of x3 direction. In this

subsection all the vector fields are assumed to be two dimensional. Let p = (p1, p2)
T

be the polarization direction and g(x, xs) = i

4
H

(1)
0 (k|x − xs|) be the fundamental

solution of the two-dimensional Helmholtz equation with the source at xs ∈ R
2. The

incident electric field Ei(x, xs) = G(x, xs)p, where G(x, xs) = (I2 +
∇∇
k2

)g(x, xs) is the

two-dimensional dyadic Green function. To obtain the synthetic data for our RTM

algorithm, we use the magnetic field integral equation (MFIE) code in [27] to obtain

the equivalent surface currents then produce the scattering electric field at the receivers.

The MFIE integral equations on ΓD are solved on a uniform mesh of the boundary with

ten points per probe wavelength. The boundaries of the obstacles used in our numerical

experiments are parameterized as follows:

Circle: x1 = ρ cos(θ), x2 = ρ sin(θ), θ ∈ (0, 2π],

Kite: x1 = cos(θ) + 0.65 cos(2θ)− 0.65, x2 = 1.5 sin(θ), θ ∈ (0, 2π],

n-leaf: r(θ) = 1 + 0.2 cos(nθ), θ ∈ (0, 2π].

Example 1. We first consider the imaging with single polarization p = (1, 0)T .

The surface elements in 2D case are |∆(xs)| = |Γs|, |∆(xr)| = |Γr|, where |Γs| = 2πRs,

|Γr| = 2πRr. The sources and receivers are uniformly distributed on a circle with radius

1000. The probe wavelength is λ = 2π/k.

Figure 1 shows our imaging algorithm for imaging a perfectly conducting circle of

radius ρ = 1. It shows clearly that the imaging functional can capture the boundary

of the scatterer. Figure 2 shows the cross section of the imaging functional along the

x1 axis with different wave numbers. These results confirm that the imaging functional

is positive and the oscillation decays with the increase of wave number. The imaging

functional captures the boundary of the circle accurately.
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Figure 1. The contour (left) and surface (right) plot of the imaging functional. The

probe wavelength λ = 1/4. Ns = Nr = 256 .
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Figure 2. The cross section of the imaging functional along x1 axis: the probe

wavelength λ = 2, 1, 1/2, 1/4 (from left to right).

Figure 3 shows the outcome of imaging a penetrable circle of radius ρ = 1 with

choice of different wave numbers. The refractive index n(x) = 0.25. The result shows

that our algorithm works well for penetrable scatterers.

Example 2. We observe from Figure 1 that the the image has some imperfections.

This can be improved by summing up the imaging functionals (2.10) with polarization

directions e1 = (1, 0)T and e2 = (0, 1)T . In the remainder of this subsection, we will use

the following imaging functional:

I1(z) = −k2
∑

p=e1,e2

Im

{

|Γs||Γr|

NsNr

Ns
∑

s=1

Nr
∑

r=1

g(z, xs)p ·G(z, xr)
TEs(xr, xs)

}

∀z ∈ Ω.

Figure 4 shows the imaging result for imaging a perfectly conducting circle. Figure 5

shows the imaging result when the correlational function g(z, xs)p is changed toG(z, xs)p

in (2.10). The result agrees with those shown in Figure 4. We remark that the imaging

functional with g(z, xs)p as the correlation function is, however, less expansive in terms

of the computational time. Figure 6 shows the results of imaging a kite like scatterer

with impedance boundary condition. We observe that the imaging functional I1 works

quite well.

Example 3. We show the stability of our RTM algorithm in the presence of noise.

We introduce the additive Gaussian noise as follows: Es
noise = Es + µε, where µ is the
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Figure 3. The contour plots (left) and the cross section along x1 = 0 of the imaging

functional for the penetrable circular scatterer. The probe wavelength λ = 1/2 in the

first row and λ = 1/4 in the second row.
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Figure 4. RTM with two polarization directions for imaging a perfectly conducting

circular scatterer: the wavelength in the first row is λ = 1/2 and in the second row

λ = 1/4.
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Figure 5. RTM with two polarization directions for imaging a perfectly conducting

circular scatterer, G(z, xs)p instead of g(z, xs)p in (2.10), λ = 1/2.
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Figure 6. RTMwith two polarization directions for imaging with impedance boundary

conditions. The impedance in the left picture is η(x) = 1, in the middle picture is

η(x) = 1000, and the right picture is η(x) = 1000 in the upper half scatterer and

η(x) = 1 in the lower half of the scatterer. The probe wavelength λ = 1/4. The

sampling mesh is 201× 201 in the search domain.
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Figure 7. The imaging results with respect to multiplicative noise data. The noise

levels are µ = 10%, 20%, 30%, 50% from left to right. The probe wavelength is λ = 1/4.

The searching domain is (−2, 2)2 and the sampling mesh is 201× 201.

noise level and ε is normally distributed random variable with mean zero and standard

deviation maxxr,xs
|Es(xr, xs)|. The perfectly conducting scatterer is a 5-leaf. Figure 7

shows the numerical results with different noise levels which indicates that our imaging

functional is quite stable with respect to the additive Gaussian noise. Figure 8 shows

the imaging results can be improved if we sum up the imaging functionals with multi-

frequency data with additive Gaussian noise.
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Figure 8. The imaging results using multi-frequency data with added Gaussian

noise. The noise levels are µ = 10%, 20%, 30%, 50% from left to right. The multiple

wavelength λ = 1/3, 1/3.5, 1/4, 1/4.5, 1/5. Ns = Nr = 128.
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Figure 9. Imaging of two perfectly conducting circles. The first picture is the exact

targets, the others are the imaging results with the probe wavelengths λ = 1, 1/2, 1/4

(from left two right). The searching domain is (−6, 6)2 with a 201 × 201 sampling

mesh.
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Figure 10. The left two pictures give the the imaging results for two circular targets

with radius ρ = 5 and ρ = 0.25. The other two pictures are the imaging results for

two targets with radius ρ = 5 and ρ = 0.125. The probe wavelength is λ = 1/2. The

searching domain is (−7, 7)2 with a 201× 201 mesh.

Example 4. Figure 9 shows the imaging results of two perfectly conducting circular

scatterers of radius ρ = 2 and centers at (−2.5, 0) and (2.5, 0). We see from Figure 9

that with the increase of the wave number, the scatterers become separated. Figure 10

shows the imaging results of two perfectly conducting circular scatterers with different

sizes. The bigger scatterer is of radius ρ = 5 and the smaller ones are of radius ρ = 0.25

and ρ = 0.125, respectively. From Figure 10, we observe that the algorithm can locate

the boundary of extended target and the small target simultaneously. By small target

we mean that the radius of the scatterer is smaller than the wavelength. Figure 11

shows the imaging results when the number of sources Ns and receivers Nr is reduced.
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Figure 11. Imaging of two perfectly conducting circles for reduced number of sources

and receivers: From left to right, (Ns = 64, Nr = 128), (Ns = 64, Nr = 256),(Ns =

128, Nr = 64), and (Ns = 256, Nr = 64) respectively. The probe wavelength is λ = 1/2.

The searching domain is (−6, 6)2 with a 201× 201 mesh.
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Figure 12. Left: The scatterer; Center: Imaging functional at the cross-section

x3 = 0. Right: Imaging result in 3D view. The wavelength λ = 1 and the sampling

domain is (−2, 2)3 with the sampling mesh 80× 80× 80, Ns = Nr = 256.

4.2. Numerical examples in 3D

In this subsection we show the efficiency of our imaging algorithm in the 3D setting. We

consider the imaging of perfect conducting objects and use finite element package PHG

[28] to generate the synthetic data. The method of perfectly matched layer is used to

truncate the computational domain [10]. We use the following imaging functional which

is the sum of (2.10) with three polarization directions e1 = (1, 0, 0)T , e2 = (0, 1, 0)T , and

e3 = (0, 0, 1)T :

I2(z) = −k2
∑

p=e1,e2,e3

Im

{

1

NsNr

Ns
∑

s=1

Nr
∑

r=1

|∆(xr)| |∆(xs)| g(z, xs)p ·G(z, xr)
TEs(xr, xs)

}

.

In this subsection we always assume Rs = Rr = 10.

Example 5. We consider the scatterer which is like a calabash that includes two

balls of radius 1 and 0.75, centered at (−0.5, 0.0, 0.0)T and (0.5, 0.0, 0.0)T , respectively.

The imaging results are shown in Figure 12. In the third picture, we plot the isosurface

with isovalue 0.16. We find that the imaging functional recovers the scatterer well even

with λ = 1. Notice that the radius of bigger ball is 1 and the radius of smaller one is

0.75, the probe wavelength is comparable with the size of the scatterer.

Example 6. We consider in this example the scatterer with polyhedral boundary.

The domain of the scatterer is (−1, 1)3\[−1, 1]× [−0.5, 0.5]× [0, 1]. Figure 13 shows the
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Figure 13. Left: the scatterer; Middle: Imaging functional at the cross-section x1 = 1;

Right: Imaging result in 3D view. The wavelength λ = 1 and sampling domain is

(−2, 2)3 with sampling mesh 80× 80× 80,Ns = Nr = 256.

exact scatterer, the cross-section of the imaging functional at the plane x1 = 1, and the

isosurface with isovalue 0.42 of the imaging functional. We observe that our imaging

method works well for scatterer with non-smooth boundaries.
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