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In this report, we first give the proof of Theorem 1 in [1] and prove the hardness of problem (24)

in [1] in Sections I and II, respectively. Then, we present the details of the inflation optimization (IO),

the particle swarm optimization (PSO), and LP one-shot rounding (LPoR) algorithms, which are adapted

from [2], [3], and [4], respectively, in Section III. Subsequently, we present the details of an LP static

rounding algorithm for solving the VNF placement subproblem in Section IV. Finally, we provide more

simulation results on the performance of the proposed LP relaxation (LP-II) and the proposed LP dynamic

rounding-and-refinement (LPdRR) algorithm in [1] in Section V.

I. PROOF OF THEOREM 1 IN [1]

In this section, we give the proof of Theorem 1 in [1]. We first state the theorem as follows.

Theorem 1. (i) Problem (MILP) is NP-hard even when there is only a single service and there is only

a single function in the SFC of this service. (ii) Problem (MILP) is strongly NP-hard even when each

node’s capacity, link’s capacity, and service’s E2E delay threshold are infinite.

Source
· · ·

Cloud node Destination
(1, 0)

(1, a1)

(1, 0)

(1, a2)

(1, 0)

(1, an)
(2, 0)

Fig. 1. The constructed network to prove Theorem 1(i), where the pair (c, d) over each link denotes that the communication

capacity and the communication delay of the corresponding link are c and d, respectively.
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Proof of Theorem 1(i)

We prove that checking the feasibility of problem (MILP) with a single service and a single function in

the service’s SFC is as hard as the partition problem, which is NP-complete [5]. Next, we introduce the

partition problem: given a finite set N = {1, . . . , n} of n elements and a size ai ∈ Z+ for the i-th element

with
∑

i∈N ai = 2b, does there exist a partition N = N1 ∪N2 such that
∑

i∈N1
ai =

∑
i∈N2

ai = b?

Given any instance of the partition problem, we construct an instance of problem (MILP) with a single

service and a single function in the service’s SFC as follows.

• The set of network nodes I is {0, n + 1} ∪ N where node n is the cloud node that can process

function f with the NFV delay 0. For each i = 1, . . . , n, nodes i− 1 and i are connected with two

links with communication delays 0 and ai, respectively, and the communication capacities of both

links are all set to 1. To distinguish with the two links, we denote the one with communication

delay 0 and the one with communication delay ai as `i−1,i and `′i−1,i, respectively. Moreover, nodes

n and n + 1 are connected by one link with the communication capacity and the communication

delay being 2 and 0, respectively. See Fig. 1 for an illustration of the constructed network.

• There is only a single service that needs to be supported by the network. The service’s SFC is

F = {f}, its data rate is λ0(1) = λ1(1) = 2, its E2E threshold is b, and its source and destination

nodes are 0 and n+ 1, respectively.

In the following, we prove that the above constructed instance of problem (MILP) is feasible if and

only if the answer to the partition problem is yes.

We first prove that if the partition problem has a “yes” answer, then the constructed instance of

problem (MILP) is feasible. Suppose that there exist two subsets N1 and N2 such that N1 ∪ N2 = N

and
∑

i∈N1
ai =

∑
i∈N2

ai = b. We construct two paths p1 and p2 from nodes 0 to n+ 1 with unit data

rate using the following links:

• p1: `i−1,i for i ∈ N1, `′i−1,i for i ∈ N2, and (n, n+ 1);

• p2: `′i−1,i for i ∈ N1, `i−1,i for i ∈ N2, and (n, n+ 1).

Apparently, such a traffic flow has an E2E delay b, and thus satisfies the E2E requirement of the service.

As a result, the constructed instance of problem (MILP) is feasible.

To prove the other direction, suppose that problem (MILP) under the above construction has a feasible

solution. By feasibility, the associated communication delay cannot be larger than b. In addition, for all

i ∈ N , the data rate on links `i−1,i and `′i−1,i are all 1 since the communication capacity of these links

are all 1 and the data rate sent from node 0 to node n + 1 must be equal to 2. This implies that the

associated traffic flow of this solution can be partitioned into two paths p1 and p2. Let N1 := {i ∈
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N : `′i−1,i is on path p1}. Then, for all i ∈ N2 := N\N1, link `′i−1,i must be on path p2. Since the

communication delay of paths p1 and p2 cannot be larger than b, we have∑
i∈N1

ai ≤ b and
∑
i∈N2

ai ≤ b. (1)

This, together with the fact that
∑

i∈N ai = 2b, implies that∑
i∈N1

ai =
∑
i∈N2

ai = b. (2)

Therefore, the answer to the partition problem is yes.

Finally, the above transformation can be done in polynomial time. Since the partition problem is NP-

complete, we conclude that problem (MILP) with even a single service and a single function in the

service’s SFC is NP-hard.

Proof of Theorem 1(ii)

We prove the strong NP-hardness of problem (MILP) with infinite node and link capacities and infinite

E2E delay threshold by establishing a polynomial time reduction from the minimum set covering problem,

which is strongly NP-hard [5]. Next, we introduce the decision verison of the minimum set covering (D-

MSC) problem: let N be a finite set of n elements and given m subsets Cj ⊆ N , j = 1, . . . ,m, does

there exist M′ ⊆M := {1, . . . ,m} such that |M′| ≤ m′ and ∪j∈M′Cj = N ?

Given any instance of the D-MSC problem, we construct an instance of problem (MILP) with the

conditions listed in the statement of Theorem 1(ii) as follows.

• The set of network nodes I is N ∪M∪{D}, where N is the set of nodes that are the source nodes

of corresponding services, M is the set of cloud nodes which can process function f , and D is the

destination node of all services. The set of links L consists of two parts: (i) for each i ∈ N and

j ∈ M, (i, j) ∈ L if i ∈ Cj ; and (ii) for each j ∈ M, (j,D) ∈ L. See Fig. 2 for an illustration of

this construction.

• For each k ∈ N , we define a service k with the source and destination pair (k,D) and the SFC

F(k) = {f}. Hence, there are in total |N | services.

In the following, we prove that the above constructed instance of problem (MILP) has a feasible

solution with at most m′ activated cloud nodes if and only if the answer to the D-MSC problem is yes.

We first prove that if the D-MSC problem has a “yes” answer, then the constructed instance of problem

(MILP) has a feasible solution with at most m′ activated cloud nodes. Suppose that there existsM′ ⊆M

such that |M′| ≤ m′ and ∪j∈M′Cj = N . Let cloud node j, j ∈M′, be activated. Then, for each service

k, we can place its SFC’s function at a cloud node, namely j, where there exists a link between node
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Fig. 2. A toy example for illustrating the transformation of the D-MSC problem into the constructed network.

k and node j, i.e., k ∈ Cj . Notice that such placement exists for all services since ∪j∈M′Cj = N .

Therefore, we can place the functions in the SFCs of the |N | flows at these |M′| cloud nodes. Notice

that, for each service, we can always find a traffic routing strategy since the communication capacity is

infinite for each link. As a result, we obtain a feasible solution with at most m′ activated cloud nodes.

Now we prove that if the constructed instance of problem (MILP) has a feasible solution with at most

m′ activated cloud nodes, then the D-MSC problem has a “yes” answer. Suppose that problem (MILP)

under the above construction has a feasible solution with at most m′ activated cloud nodes. Let M′ be

the set of activated cloud nodes (and |M′| ≤ m′). By construction, each flow k ∈ N must be placed at

one of the cloud nodes in M′, namely, cloud node j. Moreover, to guarantee the existence of a traffic

routing strategy, there must exist a link between node k and node j, i.e., k ∈ Cj . Combining the above

implies that ∪j∈M′Cj = N . Therefore, the answer to the D-MSC problem is yes.

Finally, the above transformation can be done in polynomial time. Since the D-MSC problem is

strongly NP-complete, we conclude that problem (MILP) is strongly NP-hard when all nodes’ capacity,

links’ capacity, and service’s E2E delay threshold are infinite.

II. HARDNESS OF PROBLEM (24) IN [1]

Proposition 1. Checking the feasibility of problem (24) with λ1(k) ≥ 1
3µv for all k ∈ K and v ∈ V(k)

is strongly NP-complete.

Proof. We prove that checking the feasibility of problem (24) with λ1(k) ≥ 1
3µv for all k ∈ K and

v ∈ V(k) is as hard as the 3-partition problem, which is NP-complete [5]. We first introduce the 3-

partition problem: given a finite set N = {1, . . . , 3n} of 3n elements and a size ak ∈ Z+ for the k-th

element with B
4 < ak <

B
2 and

∑3n
k=1 ak = nB, can N be partitioned into n disjoint sets N1, . . .Nn

such that
∑

k∈Nv
ak = B, 1 ≤ v ≤ n?
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Given any instance of the 3-partition problem, we construct an instance of problem (24) with λ1(k) ≥
1
4µv for all k ∈ K and v ∈ V(k) by setting K = N , V = {1, . . . , n}, λ1(k) = ak and V(k) = V for all

k ∈ K, and µv = B for all v ∈ V . In the following, we will show that the answer to the given instance

of the 3-partition problem is true if and only if problem (24) with the above constructed parameters has

a feasible solution.

Suppose that N can be partitioned into n subsets N1, . . . ,Nn such that
∑

k∈Nv
ak = B, 1 ≤ v ≤ n.

We construct a point (x̄, ȳ) by setting ȳv = 1 for all v ∈ V , x̄v,1(k) = 1 for k ∈ Nv and v ∈ V and

x̄v,1(k) = 0 for the others. Clearly, (x̄, ȳ) is a feasible solution of problem (24).

Now suppose that problem (24) has a feasible solution (x̄, ȳ). Summing up Eq. (3) for v ∈ V and

using Eq. (1) in [1], we obtain ∑
k∈K

λ1(k) =

3n∑
k=1

ak ≤ B
n∑

v=1

yv ≤ nB.

This, together with
∑3n

k=1 ak = nB, implies that yv = 1 for all v ∈ V and (3) in [1] holds with equality

at point (x̄, ȳ) for all v ∈ V . As a result, we must have
3n∑
k=1

akx̄v,1(k) = B, ∀ v ∈ V.

Let Nv = {k | x̄v(k) = 1, 1 ≤ k ≤ 3n}. Then, it follows that∑
k∈Nv

ak =

3n∑
k=1

akx̄v,1(k) = B, ∀ v ∈ V.

By (2) in [1], N1, . . . ,Nn are disjoint, implying that the answer to the given 3-partition instance is yes.

Finally, the above transformation can be done in polynomial time. Since the 3-partition problem is

strongly NP-complete, we conclude that checking the feasibility of problem (24) with with λ1(k) ≥ 1
3µv

for all k ∈ K and v ∈ V(k) is also strongly NP-complete.

III. DETAILED DESCRIPTION OF IO, PSO, AND LPOR

In this section, we present the IO, PSO, and LPoR algorithms, which are adapted from [2], [3], and [4],

respectively. The three algorithms first use different procedures to map VNFs into cloud nodes and then

find paths connecting two adjacent VNFs in the network by solving a multicommodity flow problem,

which can be solved in polynomial time [6, Chapter 17]. Next, we shall discuss the procedures of the

three algorithms to map VNFs into cloud nodes in details.

IO maps VNFs into cloud nodes using an inflation optimization procedure, i.e., maps the services’

VNFs into cloud nodes one by one. The details of IO are summarized in Algorithm 1 in this report.
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Algorithm 1 The IO algorithm for solving the network slicing problem
1: Sort the services according to their total data rates, i.e.,

∑
s∈F(k) λs(k), k ∈ K;

2: for each service k do

3: Let s← 1 be the index of the first function of service k that has not been processed;

4: while (s ≤ `k) do

5: if (there exists some activated node that can process function fks and has a sufficient remaining

computational capacity) then

6: Select an activated node with the largest t such that functions fks , . . . , f
k
t can be processed

at this node;

7: Update s← t+ 1 and the remaining node capacity;

8: else if (there exists some inactivated node that can process function fks and has a sufficient

remaining computational capacity) then

9: Select an inactivated node with the largest t such that functions fks , . . . , f
k
t can be processed

at this node;

10: Mark this node as an activated node and update s← t+ 1 and the remaining node capacity;

11: else

12: Stop and declare that the algorithm fails to find a feasible solution.

13: end if

14: end while

15: end for

16: If the above procedure finds a feasible solution for the VNF placement subproblem, solve the traffic

routing subproblem by solving the multicommodity flow problem.

LPoR solves the LP relaxation of the network slicing problem to obtain its solution and then uses a

one-shot rounding strategy to map VNFs into cloud nodes based on this solution. The details of LPoR

are summarized in Algorithm 2 in this report.

In the PSO for the network slicing problem, a particle is represented as a potential solution for the

VNF placement subproblem, flying through the solution space by following the current best solutions.

Each particle relates to two vectors, called position vector and velocity vector. Position vector X denotes

a VNF placement strategy, that is, Xk
s = v if the s-th function of service k, fks , is placed at cloud node

v. Velocity vector V ∈ {0, 1}|K| denotes the status for updating the VNF placement strategy X: V k = 0

if the VNF placement strategy X for service k is required to be updated; and V k = 1 otherwise. At the
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Algorithm 2 The LPoR algorithm for solving the network slicing problem
1: Solve problem (LP-II) to obtain its solution (x∗,y∗, r∗,θ∗) and sort {x∗v,s(k)} in the descending

order;

2: for each v ∈ V , k ∈ K, and s ∈ F (according to the descending order of {x∗v,s(k)}) do

3: if function fks has not been mapped into a cloud node and cloud node v has a sufficient remaining

computational capacity then

4: Map function fks into cloud node v;

5: Mark function fks as a mapped function and update the remaining capacity of cloud node v;

6: end if

7: end for

8: If the above procedure finds a feasible solution for the VNF placement subproblem, solve the traffic

routing subproblem by solving the multicommodity flow problem.

beginning, PSO randomly initializes a set of particles, denoted by {1, . . . , P}. Then, in each step of the

evolutionary process, the velocity and position of particle p are updated as follows:

V k(p)← r1V
k ⊕ r2

(
Bk(p)	Xk(p)

)
⊕ r3

(
Gk 	Xk(p)

)
, (3)

Xk(p)←Xk(p)⊗ V k(p), ∀ k ∈ K, (4)

where

• B(p) denotes the position with the best fitness (i.e., the smallest number of activated cloud nodes)

found so far for the p-th particle,

• G denotes the position with the best fitness in the swarm,

• Bk(p) 	 Xk(p) (Gk 	 Xk(p), respectively) is equal to 0 if Bk
s (p) 6= Xk

s (p) (Gk
s 6= Xk

s (p),

respectively) for some s ∈ F(k), and is equal to 1 if Bk
s (p) = Xk

s (p) (Gk
s = Xk

s (p), respectively)

for all s ∈ F(k),

• r1, r2, r3 ∈ [0, 1] satisfy r1 ≤ r2 ≤ r3 and r1 + r2 + r3 = 1,

• r1a⊕ r2b⊕ r3c takes value a, b, or c with probabilities r1, r2, or r3, respectively, and

• Xk(p) ⊗ V k(p) takes Xk(p) if V k(p) = 1; otherwise, Xk(p) will be randomly updated to a new

solution (i.e., the functions in service k will be randomly reallocated to the cloud nodes).

Following [3], we construct or update the position vectors of the particles taking into account the

constraints and objective function of the network slicing problem. Specifically, we first sort the ser-

vices (whose functions have not been allocated to the cloud nodes) according to their total data rates
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∑
s∈F(k) λs(k), k ∈ K, and then sequentially place the functions of the services at the cloud nodes. In

addition, when processing function fks , we first compute the score of each cloud node v:

Scorev = SvAvtv + (1− Sv)IAvtv, (5)

where

• Sv denotes the current activation status of cloud node v, i.e., Sv = 1 if cloud node v is activated;

otherwise, Sv = 0,

• tv denotes the maximum number of functions (from fks ) that can be hosted at cloud node v, i.e.,

functions fks , . . . , f
k
s+tv−1 can be simultaneously hosted at cloud node v but functions fks , . . . f

k
s+tv

cannot be simultaneously hosted at cloud node v (due to, e.g., the limited capacity of cloud node

v),

• Av and IAv are the weights for the cloud node v satisfying Av > IAv > 0.

Then, we place functions fks , . . . , f
k
s+tv0−1 at cloud node v0 ∈ V with probability Scorev0∑

v∈V Scorev
. The above

strategy tends to place multiple (adjacent) functions of a service into an activated cloud node. It enjoys

the following two advantages: (i) it tends to choose a VNF placement strategy with a small number of

activated cloud nodes and (ii) it implicitly takes the E2E delay of the services into consideration (as the

E2E delay of a service tends to be small if multiple (adjacent) functions are processed at the same cloud

node).

We summarize the procedure for placing the functions of a service and the overall procedure for PSO

in Algorithms 3 and 4, respectively. In our experiments, we choose r1 = 0.1, r2 = 0.2, r3 = 0.7, r̄ = 0.1

(the probability of setting V k(p) to be 0), IterLim = 100 (the limit for the number of iterations of the

evolution process), and P = 5 (the number of particles in the swarm).

IV. A STATIC LP ROUNDING ALGORITHM FOR SOLVING THE VNF PLACEMENT SUBPROBLEM IN [1]

In this section, we present a static LP rounding algorithm for solving the VNF placement subproblem

in [1]. The algorithm first solves the LP relaxation (LP-II) to obtain a solution (x∗,y∗, r∗,θ∗). It then

uses a static rounding strategy (without updating the LP solution) to map VNFs into cloud nodes taking

into account the consistency of the current rounding variable with other already rounded variables. For

more details, we refer to Algorithm 5.

V. MORE NUMERICAL RESULTS

In this section, we provide more simulation results on the performance of the proposed LP relaxation

(LP-II) and the proposed algorithms in [1]. This section is organized as follows: Section V-A describes
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Algorithm 3 The algorithm for placing the functions of service k into cloud nodes
1: Let s← 1 be the index of the first function of service k that has not been processed;

2: while s ≤ `k do

3: Compute Scorev for all v ∈ V according Eq. (5);

4: if Scorev = 0 for all v ∈ V then

5: Stop and declare that the algorithm fails to find a VNF placement strategy for service k;

6: else

7: Place functions fks , . . . , f
k
s+tv0−1 at cloud node v0, update the remaining node capacity, and set

s← s+ tv0
with probability Scorev0∑

v∈V Scorev
;

8: end if

9: end while

the procedure to construct the problem instances; Section V-B presents simulation results to compare

the performance of solving the natural LP relaxation (LP-I) and the proposed LP relaxation (LP-II); and

Section V-C presents simulation results to demonstrate the efficiency and effectiveness of our proposed

algorithms over the state-of-the-art approaches in [2], [3], [4], and [7].

A. Construction of Problem Instances

We test all algorithms on the JANOS-US, NOBEL-GERMANY, and POLSKA network topologies

taken from the SNDLIB [8]. We use a similar randomly generated procedure as in [1], which is detailed

as follows. 20% of the nodes with the largest degree in these networks are selected as the cloud nodes. The

cloud nodes’ and links’ capacities are randomly generated within [50, 100] and [15, 30], respectively. The

NFV and communication delays on the cloud nodes and links are randomly generated within {3, 4, 5, 6}

and {2, 4}, respectively. For each service k, nodes S(k) and D(k) are randomly chosen from the available

network nodes excluding the cloud nodes; SFC F(k) is a sequence of functions randomly generated from

{f1, . . . , f5} with |F(k)| = 3; λs(k)’s are the service function rates which are all set to be the same

integer value, randomly generated within [2, 11]; Θk is set to 20 + (3 ∗ distk + α) where distk is the

delay of the shortest path between nodes S(k) and D(k) and α is randomly chosen in [0, 5]. The above

parameters are carefully chosen to make sure that the constraints in the network slicing problem are

neither too tight nor too loose. For each fixed number of services, 100 problem instances are randomly

generated and the results presented below are obtained by averaging over these problem instances.
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Algorithm 4 The PSO algorithm for solving the network slicing problem
1: Sort the services according to their total data rates, i.e.,

∑
s∈F(k) λs(k), k ∈ K;

2: for each particle p do

3: for each service k do

4: Call Algorithm 3 to find a VNF placement solution Xk(p) for service k;

5: V k(p) is set to 0 or 1 with probability r̄ or 1− r̄, respectively;

6: end for

7: end for

8: Compute the position B(p) with the best fitness found so far for all p = 1, . . . , P and the position

G with the best fitness in the swarm;

9: while i ≤ IterLim do

10: for each particle p do

11: if X(p) is not a feasible solution for the VNF palcement subproblem then

12: for each service k do

13: Call Algorithm 3 to find a VNF placement solution Xk(p);

14: V k(p) is set to 0 or 1 with probability r̄ or 1− r̄, respectively;

15: end for

16: else

17: for each service k do

18: Compute V k(p) via Eq. (3);

19: if V k(p) = 0 then

20: Call Algorithm 3 to find a VNF placement solution Xk(p) for service k;

21: end if

22: end for

23: end if

24: end for

25: Recompute the position B(p) with the best fitness for all p = 1, . . . , P and the position G with

the best fitness in the swarm;

26: i← i+ 1;

27: end while

28: If the above procedure finds a feasible solution G for the VNF placement subproblem, solve the

traffic routing subproblem by solving the multicommodity flow problem.
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Algorithm 5 A static rounding procedure for solving the VNF placement subproblem
1: Initialize the set A = ∅;

2: Solve problem (LP-II) to obtain its solution (x∗,y∗, r∗,θ∗) and sort {x∗v,s(k)} in the descending

order;

3: for each v ∈ V , k ∈ K, and s ∈ F(k) (according to the descending order of {x∗v,s(k)}) do

4: if x∗v,s(k) = 1 then

5: Add constraint xv,s(k) = 1 into set A and mark that function fks is assigned;

6: else if function fks has been assigned then

7: Add constraint xv,s(k) = 0 into set A;

8: else

9: Add constraint xv,s(k) = 1 into set A;

10: Add the constraints in set A into problem (LP-II) to obtain a modified LP;

11: if the modifed LP problem has a feasible (x̄, ȳ, r̄, θ̄) then

12: Mark that function fks has been assigned;

13: else

14: Replace constraint xv,s(k) = 1 by constraint xv,s(k) = 0 in set A;

15: end if

16: end if

17: end for

18: if all functions fks , k ∈ K, s ∈ F(k), are assigned then

19: Declare that (x̄, ȳ) is a feasible solution for the VNF placement subproblem;

20: else

21: Declare that the algorithm fails to find a feasible solution.

22: end if

B. Comparison of LP Relaxation (LP-I) and Proposed LP Relaxation (LP-II)

Fig. 3 plots the CPU time versus the numbers of services. From Fig. 3, it can be clearly seen that

it is much more efficient to solve relaxation (LP-II) than relaxation (LP-I). In addition, we can observe

from Fig. 3 that, with the increasing number of services, the CPU time of (LP-I) generally increases

much faster, as compared with that of relaxation (LP-II). This is mainly due to the fact that the numbers

of variables and constraints in relaxation (LP-I) generally increase much faster than those in relaxation

(LP-II) as the number of services increases.
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Fig. 3. The CPU time taken by solving relaxations (LP-I) and (LP-II).
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Fig. 4. Average relative gap of the total communication delays.

Fig. 4 plots the average relative gap versus different numbers of services. As observed from Fig. 4,

except the case |K| = 1, the relative gap is smaller than 1.0, showing that the LP relaxation (LP-II) is

indeed stronger than the LP relaxation (LP-I). In addition, with the increasing number of services, the

relative gap becomes smaller. This can be explained as follows. As the number of services increases, the

traffic in the network becomes heavier. This further results in the situation that the traffic flows between

the two nodes hosting two adjacent functions are likely to transmit over multiple paths. Consequently,

the total communication delay returned by solving LP relaxation (LP-I) becomes smaller and relaxation

(LP-I) becomes looser.

C. Comparison of Proposed Algorithms and Those in [2], [3], [4], and [7]

Fig. 5 plots the number of feasible problem instances solved by IO, PSO, LPoR, LPdRR, LP’dRR,

LPsRR, and EXACT. First, we can observe from Fig. 5 that compared with LP’dRR, LPdRR can solve a

larger number of problem instances, especially when the number of services is large. This clearly shows

that the advantage of using the proposed LP relaxation (LP-II) in the proposed LPdRR algorithm, i.e.,
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Fig. 5. The number of feasible problem instances solved by IO, PSO, LPoR, LPdRR, LP’dRR, LPsRR, and EXACT.

it enables the LPdRR algorithm to find feasible solutions for much more problem instances. Second, the

numbers of feasible instances solved by LPdRR and LPsRR are comparable. Finally, we can see the

effectiveness of the proposed algorithm LPdRR over IO, PSO, and LPoR in Fig. 5. In particular, as

shown in Fig. 5, using the proposed algorithm LPdRR, we can find feasible solutions for much more

problem instances, compared with using IO, PSO, and LPoR. Indeed, LPdRR finds feasible solutions for

almost all (truly) feasible problem instances (as EXACT is able to find feasible solutions for all (truly)

feasible problem instances and the difference of the number of feasible problem instances solved by

EXACT and LPdRR is small in Fig. 5).
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Fig. 6. Average number of activated cloud nodes of IO, PSO, LPoR, LPdRR, LP’dRR, LPsRR, and EXACT.

Fig. 6 plots the average number of activated nodes solved by IO, PSO, LPoR, LPdRR, LP’dRR, LPsRR,

and EXACT. As observed from Fig. 5, when |K| ≥ 5, |K| ≥ 7, and |K| ≥ 8, IO, PSO, and LPoR fail to

solve a relatively large number of problem instances (generally smaller than 40) and hence we only plot

the average number of activated nodes when |K| ≤ 4, |K| ≤ 6, and |K| ≤ 7. From Fig. 6, the number of

activated cloud nodes returned by LPdRR or LP’dRR is smaller than that returned by LPoR, IO, PSO,
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or LPsRR and is comparable with that returned by EXACT.

1 2 3 4 5 6 7 8 9 10

Number of Services

0

50

100

150

200

250

300

350

400

T
o
ta

l 
E

2
E

 D
e
la

y

IO

PSO

LPoR

LPdRR

LP'dRR

LPsRR

EXACT

(a) JANOS-US

1 2 3 4 5 6 7 8 9 10

Number of Services

0

50

100

150

200

250

300

350

400

T
o
ta

l 
E

2
E

 D
e
la

y

IO

PSO

LPoR

LPdRR

LP'dRR

LPsRR

EXACT

(b) NOBEL-GERMANY

1 2 3 4 5 6 7 8 9 10

Number of Services

0

50

100

150

200

250

300

350

400

T
o
ta

l 
E

2
E

 D
e
la

y

IO

PSO

LPoR

LPdRR

LP'dRR

LPsRR

EXACT

(c) POLSKA

Fig. 7. Total E2E delay of IO, PSO, LPoR, LPdRR, LP’dRR, LPsRR, and EXACT.

Fig. 7 plots the total E2E delays solved by IO, PSO, LPoR, LPdRR, LP’dRR, LPsRR, and EXACT.

Similarly, for IO, PSO, and LPoR, we only plot the total E2E delay when |K| ≤ 4, K ≤ 6, and |K| ≤ 7,

respectively. We can observe from Fig. 7 that the E2E delays returned by the seven algorithms are

comparable. Overall, (i) the total E2E delays returned by IO and PSO are slightly larger than those

returned by LPoR, LPdRR, LP’dRR, LPsRR, and EXACT; and (ii) the E2E delays returned by LPoR,

LPdRR, LP’dRR, and LPsRR are slightly larger than that returned by EXACT.

Fig. 8 plots the CPU time of IO, PSO, LPoR, LPdRR, LP’dRR, LPsRR, and EXACT. Similarly, for

IO, PSO, and LPoR, we only plot the CPU time when |K| ≤ 4, |K| ≤ 6, and |K| ≤ 7, respectively. First,

as expected, LPdRR is much more computationally efficient than LP’dRR and LPsRR, especially when

the number of services is large. The efficiency of LPdRR over LP’dRR mainly comes from the fact that

solving the proposed LP relaxation is much faster than solving the natural LP relaxation, as demonstrated

in Fig. 3, while the efficiency of LPdRR over LP’dRR is due to the fact that the number of solved LPs

in LPdRR is much smaller than that solved in LPsRR, as will be illustrated in Fig. 9. Second, compared

with EXACT, LPdRR is significantly more efficient. Comparing IO, PSO, LPoR, and LPdRR, IO and

PSO are the fastest ones, followed by LPoR. We remark that in most cases, the solution time of IO,

PSO, LPoR, and LPdRR is less than one second.

To gain more insight into the computational efficiency of the proposed algorithms LPdRR and LPsRR,

we plot the number of solved LPs in these two algorithms in Fig. 9. From this figure, we observe that the

number of solved LPs in LPdRR generally increases with the number of services, but is much smaller

than its theoretical upper bound in (38) of [1]. This clearly shows that the proposed LPdRR algorithm

works well in practice. In addition, compared with LPsRR, LPdRR solves a smaller number of LPs,

which is the main reason why LPdRR is faster than LPsRR.
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Fig. 8. Average CPU time of IO, PSO, LPoR, LPdRR, LP’dRR, LPsRR, and EXACT.
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Fig. 9. Average number of solved LPs in LPdRR and LPsRR.
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