Convergence analysis of a discretization scheme for Gaussian curvature over triangular surfaces
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Abstract

In this paper, we study the convergence property of a well known discretized scheme for approximating Gaussian curvature, derived from Gauss–Bonnet theorem, over triangulated surface. Suppose the triangulation is obtained from a sampling of a smooth parametric surface, we show theoretically that the approximation has quadratic convergence rate if the surface sampling satisfies the so-called parallelogram criterion. Numerical results which justify the theoretical analysis are also presented.
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1. Introduction

Gaussian curvature is one of the most essential geometric invariants for surfaces, and it has been extensively used in many fields such as image processing, surface processing, computer aided geometric design and computer graphics. However, this invariant is well defined only for analytically represented and $C^2$ smooth surfaces. In practice, surface datum are often available as polygonal meshes, typically
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surface triangulation. Therefore, there is a tremendous need for curvature estimation or approximation from discrete surface meshes.

In the past decades, many discretized approaches for Gaussian curvature have been proposed and used. One class of these approaches is based on the local fitting techniques, such as paraboloid fitting (see (Hamann, 1993; Krsek et al., 1997; Stokely and Wu, 1992)), quadratic fitting (see (Meek and Walton, 2000; Xu, 2004b)) or higher order fitting (see (Cazals and Pouget, 2005)), circular fitting (see (Chen and Schmitt, 1992; Martin, 1998)) and implicit fitting by 3D a function (see (Douros and Buxton, 2002)). In these approaches, a fitting function which approximates the surface data locally is constructed, then the curvature is computed analytically from the fitting function. The second class of methods is based on a theorem for the Gauss map (see (Meek and Walton, 2000; Peng et al., 2003)). For a given neighborhood of a surface point, the theorem says that the Gaussian curvature at the surface point can be approximated by the ratio of the area of the spherical image of the neighborhood and the area of the neighborhood itself. The third class of approaches is based on the Gauss–Bonnet theorem (see (Alboul and van Damme, 1995; Dyn et al., 2001; Kim et al., 2002; Meek and Walton, 2000; Stokely and Wu, 1992)). Assuming the Gaussian curvature is approximately a constant in a surface region with a piecewise smooth curve boundary, a discrete approximation of the Gaussian curvature is obtained by the Gauss–Bonnet theorem (see the next section for details). The derived scheme for triangulated surfaces is usually called angle deficit scheme or Gauss–Bonnet scheme. Apart from these classes, there are some other approaches, e.g., Taubin’s approach (Taubin, 1995) based on the eigen-analysis, Watanabe and Belyaev’s approach (see (Watanabe and Belyaev, 2001)) based on the integral formulas of the normal curvature and its square, Wollmann’s approach (see (Wollmann, 2000)) based on Euler theorem (see (Do Carmo, 1976, p. 145)) and Meusnier theorem (see (Do Carmo, 1976, p. 142)). Using the theory of normal cycles, Cohen-Steiner and Morvan derive an efficient and reliable curvature estimation algorithm (see (Cohen-Steiner and Morvan, 2003)). Error bound of the estimated curvature is given in the case restricted Delaunay triangulations. In (2003), Surazhsky et al. compare five approaches of the discretization by numerical experiments. The conclusion they draw is that the best algorithm for the estimation of total (Gaussian) curvature is the Gauss–Bonnet scheme.

In this paper, we analyze the convergence of the Gauss–Bonnet scheme, which has been shown the best among the five approaches in (Surazhsky et al., 2003). The convergence of this discretized scheme has been considered by Meek and Walton (2000), the result they obtained is (see Lemmas 4.4 and 5.4 of (Meek and Walton, 2000)): For non-uniform or uniform data, the angle deficit method approximates the curvature to accuracy $O(1)$. The approximation accuracy $O(1)$ means that the scheme does not converge. Hence, in Meek and Walton (2000) paper, the authors make a comment as follows: One surprising result is that the angle deficit method, which is a very popular method in the literature, is not necessarily very accurate. However, we will prove in this paper that if the surface triangulation is obtained from sampling a parametric surface, then under certain conditions (parallelogram criterion), the approximation accuracy can be $O(h^2)$, meaning the approximation converges with a quadratic rate. This result justifies Surazhsky et al.’s conclusion drawn from the numerical experiments.

An elegant asymptotic estimation for the angular deficit has been given by Borrelli et al. (2003) under regular assumptions. Let $p$ be a vertex of a triangular mesh with valence $n$ and let $p_s$ be the one ring neighbors of $p$. Borrelli et al. show that if the mesh around the vertex $p$ is regular, then the angular deficit is asymptotically equivalent to a homogeneous polynomial of degree two in the principal curvatures with closed forms coefficients. Furthermore, if $n$ is six, then the Gauss–Bonnet scheme converges to the exact
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2. Gaussian curvature and its discretization

Let \( F(\xi_1, \xi_2) \in \mathbb{R}^3 \) be a regular \( C^2 \) parametric surface, let \( p = F(\xi_1, \xi_2) \) be a surface point and
\[
\begin{align*}
t_i &= \frac{\partial F(\xi_1, \xi_2)}{\partial \xi_i}, & i = 1, 2;
\end{align*}
\]
then from differential geometry (see (Do Carmo, 1976)), the Gaussian curvature is given by
\[
K(p) = \frac{LN - M^2}{g_{11}g_{22} - g_{12}^2},
\]
where
\[
\begin{align*}
g_{11} &= \langle t_1, t_1 \rangle = t_1^T t_1, & g_{12} &= \langle t_1, t_2 \rangle = t_1^T t_2, & g_{22} &= \langle t_2, t_2 \rangle = t_2^T t_2, \\
L &= \langle n, t_{11} \rangle = n^T t_{11}, & M &= \langle n, t_{12} \rangle = n^T t_{12}, & N &= \langle n, t_{22} \rangle = n^T t_{22},
\end{align*}
\]
and \( n = \frac{t_1 \times t_2}{\|t_1 \times t_2\|} \) is the unit normal. In the proof of our convergence result, we will use another expression from (Xu and Bajaj, 2003)
\[
K(p) = \frac{t_{11}^T Q t_{22} - t_{12}^T Q t_{12}}{\det (G)},
\]
where
\[
Q = I - [t_1, t_2]G^{-1}[t_1, t_2]^T \in \mathbb{R}^{3 \times 3}, & G = \begin{bmatrix} g_{11} & g_{12} \\ g_{21} & g_{22} \end{bmatrix}.
\]
Let \( D \) be a region of surface \( F \), whose boundary consists of piecewise smooth curves \( \Gamma_j \). Then the local Gauss–Bonnet theorem (see (Do Carmo, 1976, p. 268)) is as follows
\[
\iint_D K(p) \, dA + \sum_{\Gamma_j} \int k_g(\Gamma_j) \, ds + \sum \alpha_j = 2\pi,
\]
where \( k_g(\Gamma_j) \) is the geodesic curvature of the boundary curve \( \Gamma_j \), \( \alpha_j \) is the exterior angle at the \( j \)th corner point \( p_j \) of the boundary (see the left figure of Fig. 1). Hence if all the \( \Gamma_j \)s are the geodesic curves, the above formula reduces to
\[
\iint_D K(p) \, dA = 2\pi - \sum \alpha_j.
\]
Fig. 1. Left: A region $D$ on surface $F$ with boundary curves $\Gamma_j$ and exterior angle $\alpha_j$ at corner $p_j$. Right: The definition of the area $A_M(p)$. 

Now we consider the discretization of $K(p)$. Let $M$ be a triangulation of surface $F$. For vertex $p$ of valence $n$, denote by $\{p_j\}_{j=1}^n$ the set of the one-ring neighbor vertices of $p$. We assume in the following that these $p_1, \ldots, p_n$ are arranged such that the triangles $[pp_jp_{j-1}]$ and $[pp_jp_{j+1}]$ are in $M$, and $p_{j-1}$, $p_{j+1}$ opposite to the edge $[pp_j]$. For $j = 1, \ldots, n$, we use $j_+$ and $j_-$ to denote $j + 1$ and $j - 1$, respectively, for simplifying the notation. Furthermore, we use the following conventions throughout the paper: $p_{n+1} = p_1$ and $p_0 = p_n$.

Assuming $K(p)$ is a constant in the neighborhood of $p$, and using Eq. (2.2) on the shaded region of Fig. 1 (right), we obtain

$$K^{(1)}(p) = \frac{3(2\pi - \sum \theta_j)}{A(p)},$$

$$K^{(2)}(p) = \frac{2\pi - \sum \theta_j}{A_M(p)},$$

where $A(p)$ is the sum of areas of triangles $[pp_jp_{j\pm1}]$, $A_M(p)$ is the area of the region as shown in the right figure of Fig. 1, $\theta_j$ is the angle $\angle p_p_j$. Formula (2.4) has been given by Meyer et al. (2002) based on the Voronoi diagram. Since $A(p)$ could be approximated by $3A_M(p)$ under some conditions (see the condition of Theorem 4.1), (2.3) is easily derived from (2.4).

3. Numerical experiments

The aim of this section is to exhibit the numerical behaviors of the Gauss–Bonnet scheme defined by (2.3)–(2.4), and determine when it converges numerically to the exact value. To show the numerical convergence, we take several two variable functions $f_B(x, y)$, from (Franke, 1982), over $xy$-plane as surfaces in $\mathbb{R}^3$ so that the exact Gaussian curvatures can be easily computed. Both the exact and approximated Gaussian curvatures are computed at some selected domain points $(x_i, y_j) \in [0, 1] \times [0, 1]$. These points are chosen as $(x_i, y_j) = (\frac{i}{20}, \frac{j}{20})$ for $i = 1, \ldots, 19$, $j = 1, \ldots, 19$. The surfaces are triangulated around $(x_i, y_j)$ by triangulating the domain first, and then mapping the planar triangulation onto the surfaces by the selected bivariate functions. The domain around $(x_i, y_j)$ is triangulated locally by choosing $n$ regularly distributed points:

$$q_k = (x_i, y_j) + r(\cos \theta_k, \sin \theta_k), \ \theta_k = 2(k-1)\pi/n, \ \ k = 1, \ldots, n.$$
The asymptotic maximal errors $e_1(f_\beta, n)$ and $e_2(f_\beta, n)$, respectively.

The numerical experiments show that as $r \to 0$, the maximal errors of the approximated Gaussian curvature computed by $K^{(\alpha)}$ over the above mentioned local triangulations and the exact Gaussian curvature computed from the continuous surfaces defined by $f_\beta$ tend asymptotically to the form $e_2(f_\beta, n) := C_{\alpha\beta} r^k$ for a constant $C_{\alpha\beta}$ and an integer $k$. Tables 1 and 2 show the asymptotic maximal error $e_1(f_\beta, n)$ and $e_2(f_\beta, n)$, respectively.

**Table 1**
The asymptotic maximal errors $e_1(f_\beta, n)$, $\beta = 1, \ldots, 5$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$e_1(f_1, n)$</th>
<th>$e_1(f_2, n)$</th>
<th>$e_1(f_3, n)$</th>
<th>$e_1(f_4, n)$</th>
<th>$e_1(f_5, n)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1.7451e+03</td>
<td>5.4884e+01</td>
<td>5.4591e+01</td>
<td>2.1477e+01</td>
<td>3.5665e+00</td>
</tr>
<tr>
<td>4</td>
<td>4.3638e+02</td>
<td>2.7425e+01</td>
<td>3.1088e+01</td>
<td>5.3697e+00</td>
<td>1.1504e+00</td>
</tr>
<tr>
<td>5</td>
<td>1.2730e+02</td>
<td>4.0015e+00</td>
<td>3.9825e+00</td>
<td>1.5667e+00</td>
<td>2.6017e-01</td>
</tr>
<tr>
<td>6</td>
<td>3.0326e+05 $r^2$</td>
<td>3.2709e+02 $r^2$</td>
<td>4.6461e+02 $r^2$</td>
<td>9.3499e+01 $r^2$</td>
<td>1.7389e+00 $r^2$</td>
</tr>
<tr>
<td>7</td>
<td>6.6370e-01</td>
<td>2.0875e+00</td>
<td>2.0763e+00</td>
<td>8.1683e-01</td>
<td>1.3564e-01</td>
</tr>
<tr>
<td>8</td>
<td>1.0586e+02</td>
<td>3.3271e+00</td>
<td>3.3116e+00</td>
<td>1.3028e+00</td>
<td>2.1634e-01</td>
</tr>
<tr>
<td>9</td>
<td>1.3144e+02</td>
<td>4.1309e+00</td>
<td>4.1120e+00</td>
<td>1.6177e+00</td>
<td>2.6863e-01</td>
</tr>
</tbody>
</table>

**Table 2**
The asymptotic maximal errors $e_2(f_\beta, n)$, $\beta = 1, \ldots, 5$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$e_1(f_1, n)$</th>
<th>$e_1(f_2, n)$</th>
<th>$e_1(f_3, n)$</th>
<th>$e_1(f_4, n)$</th>
<th>$e_1(f_5, n)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>8.7292e+02</td>
<td>3.6566e+01</td>
<td>2.7675e+01</td>
<td>1.0739e+01</td>
<td>1.9558e+00</td>
</tr>
<tr>
<td>4</td>
<td>4.6945e-01</td>
<td>1.9725e+00</td>
<td>1.3138e+00</td>
<td>9.5933e-01</td>
<td>6.4778e-01</td>
</tr>
<tr>
<td>5</td>
<td>2.5406e-01</td>
<td>3.4720e+00</td>
<td>1.4877e+00</td>
<td>1.8575e-01</td>
<td>6.0622e-02</td>
</tr>
<tr>
<td>6</td>
<td>2.3771e+05 $r^2$</td>
<td>3.7523e+02 $r^2$</td>
<td>4.0240e+02 $r^2$</td>
<td>8.3667e+00 $r^2$</td>
<td>5.8738e+00 $r^2$</td>
</tr>
<tr>
<td>7</td>
<td>1.6453e-01</td>
<td>2.2659e+00</td>
<td>9.6194e-01</td>
<td>1.2050e-01</td>
<td>4.9649e-03</td>
</tr>
<tr>
<td>8</td>
<td>2.7606e+01</td>
<td>3.8101e+00</td>
<td>1.6133e+00</td>
<td>2.0227e-01</td>
<td>2.1116e-02</td>
</tr>
<tr>
<td>9</td>
<td>3.5472e+01</td>
<td>4.9030e+00</td>
<td>2.0724e+00</td>
<td>2.5999e-01</td>
<td>4.1987e-02</td>
</tr>
</tbody>
</table>
From these numerical results, we can draw the following conclusions for the regularly distributed domain vertices.

1. If the valence $n$ is 6, the approximate curvature converges in the rate $O(r^2)$. Fig. 2 plots the maximal errors of $K^{(1)}(p)$ for functions $f_1, \ldots, f_5$. If $n \neq 6$, the approximation accuracy is $O(1)$. The latter conclusion is consistent with Meek and Walton’s results (see (Meek and Walton, 2000)).

2. For a fixed $\beta$, the error $e_\alpha(f_\beta, n)$ decreases from $n = 3$ to 6, and then increases from $n = 6$ to 9. That is, the results for $n = 6$ are the best. This is consistent with Surazhsky et al.’s results (see (Surazhsky et al., 2003)).

3. $e_2(f_\beta, n) < e_1(f_\beta, n)$ holds for most of the cases. The exceptional 4 cases, among the 35 cases, are $\beta = 2, n = 6, 7, 8, 9$. Hence, $K^{(2)}(p)$ is better than $K^{(1)}(p)$ in general.

**Remark 3.1.** Though the example surfaces used in this section are graphs of bivariate functions. Our attention in this paper is focused on the general parametric surfaces (see Section 4) which contain functional surfaces as special cases.

4. **Convergence of discrete Gaussian curvature**

In the previous section, we have shown numerically that the discrete Gaussian curvatures defined by (2.3) and (2.4) converge in some special cases. In this section, we give a sufficient condition for the convergence.

**Theorem 4.1.** Let $p$ be a vertex of $M$ with valence six, and let $p_j, j = 1, \ldots, 6$, be its neighbor vertices. Suppose $p$ and $p_j$ ($j = 1, \ldots, 6$) are on a sufficiently smooth parametric surface $F(\xi_1, \xi_2) \in \mathbb{R}^3$, and there exist $q, q_j \in \mathbb{R}^2$ such that (see Fig. 3)

$$p = F(q), \quad p_j = F(q_j) \quad \text{and} \quad q_j = q_{j-} + q_{j+} - q, \quad j = 1, \ldots, 6. \quad (4.1)$$
Then
\[
\frac{3}{A(p, r)} \left[ 2\pi - \sum_{j=1}^{6} \theta_j(r) \right] = K(p) + O(r^2), \quad \text{as } r \to 0,
\]
(4.2)
where \(A(p, r)\) is the sum of the areas of triangles \([pp_j(r)p_{j+1}(r)]\) and \(p_j(r) = F(q_j(r)), \quad q_j(r) = q + r(q_j - q), \quad j = 1, \ldots, 6.\)

(4.3)

Condition (4.1) implies that each of the quadrilaterals \([qq_j, q_j, q_{j+1}]\), \(j = 1, \ldots, 6\), is a parallelogram (see Fig. 3). Hence, we refer this condition as parallelogram criterion.

**Proof of Theorem 4.1.** The proof of the theorem is rather complicated. Some derivation is carried out by virtue of Maple. First note that, since
\[
\sin \left(2\pi - \sum \theta_j\right) = -\sin \sum \theta_j \quad \text{and} \quad \sin x = x + O(x^3), \quad x \to 0,
\]
we only need to prove the following
\[
-\frac{3 \sin \sum \theta_j(r)}{A(p, r)} = K(p) + O(r^2).
\]
(4.4)
Let
\[
-3 \sin \sum \theta_j(r) = n_0 + n_1 r + n_2 r^2 + n_3 r^3 + O(r^4),
\]
(4.5)
\[
A(p, r) = a_0 r^2 + a_1 r^3 + O(r^4),
\]
(4.6)
be the Taylor expansions in \(r\) of the numerator and denominator of the left-handed side of (4.4), respectively. We will prove
\[
n_0 = 0, \quad n_1 = 0, \quad n_3 = 0, \quad a_1 = 0,
\]
(4.7)
and
\[
n_2/a_0 = K(p).
\]
(4.8)
These relations imply (4.4).

Without loss of generality, we may assume \(q = [0, 0]^T, q_1 = [1, 0]^T\). Then there exists a constant \(a > 0\) and an angle \(\theta\) such that
\[
q_2 = [a \cos \theta, a \sin \theta]^T.
\]
Then using Taylor expansion in $r$ where

$$q_j = s_j d_j = s_j [g_j, l_j]^T, \quad j = 1, \ldots, 6,$$

where $s_j = \|q_j\|$, $\|d_j\| = 1$. Then

$$
s_1 = 1, \quad s_2 = a, \quad s_3 = \sqrt{a^2 - 2ac + 1}, \quad s_4 = s_1, \quad s_5 = s_2, \quad s_6 = s_3,
$$

$$g_1 = 1, \quad g_2 = c, \quad g_3 = (ac - 1)/s_3, \quad g_4 = -g_1, \quad g_5 = -g_2, \quad g_6 = -g_3,$$

$$l_1 = 0, \quad l_2 = t, \quad l_3 = at/s_3, \quad l_4 = -l_1, \quad l_5 = -l_2, \quad l_6 = -l_3,$$

where $(c, t) := (\cos \theta, \sin \theta)$. Let $F_{ik}^j$ denote the $k$th order directional derivative of $F$ in the direction $d_j$. Then using Taylor expansion in $r$, we have

$$p_j(r) - p = s_j r F_{ik}^j + \frac{1}{2} s_j^2 r^2 F_{ik}^j + \frac{1}{6} s_j^3 r^3 F_{ik}^j + \frac{1}{24} s_j^4 r^4 F_{ik}^j + O(r^5), \quad (4.9)$$

$$\|p_j(r) - p\|^2 = s_j^2 r^2 (F_{ik}^j, F_{ik}^j) + s_j^3 r^3 (F_{ik}^j, F_{ik}^j) + \frac{1}{4} s_j^4 r^4 (F_{ik}^j, F_{ik}^j) + \frac{1}{3} s_j^5 r^5 (F_{ik}^j, F_{ik}^j) + \frac{1}{6} s_j^6 r^6 (F_{ik}^j, F_{ik}^j) + O(r^6), \quad (4.10)$$

$$\langle p_j(r) - p, p_j(t) - p \rangle = s_j s_t r^2 (F_{ik}^j, F_{ik}^j) + \frac{1}{2} s_j s_t^2 r^3 (F_{ik}^j, F_{ik}^j) + \frac{1}{2} s_j^2 s_t^2 r^3 (F_{ik}^j, F_{ik}^j) + \frac{1}{4} s_j s_t s_t r^4 (F_{ik}^j, F_{ik}^j) + \frac{1}{6} s_j^2 s_t^2 r^4 (F_{ik}^j, F_{ik}^j) + \frac{1}{12} s_j^3 s_t^3 r^4 (F_{ik}^j, F_{ik}^j) + \frac{1}{24} s_j^4 s_t^4 r^4 (F_{ik}^j, F_{ik}^j) + O(r^6). \quad (4.11)$$

We will explain later that why the order of the expansions above is required up to 5. Now we need to compute all the inner products in (4.10) and (4.11). Let

$$t_{ijk} = \frac{\partial^3 F}{\partial \xi_i \partial \xi_k \partial \xi_l}, \quad t_{ijkl} = \frac{\partial^4 F}{\partial \xi_i \partial \xi_j \partial \xi_k \partial \xi_l}, \quad i, j, k, l = 1, 2.$$

Then we have

$$F_{ik}^j = g_j t_{ikl} + l_j t_{ikl}, \quad (4.12)$$

$$F_{ik}^j = g_j^2 t_{ikl} + 2g_j l_j t_{ikl} + l_j^2 t_{ikl}, \quad (4.13)$$

$$F_{ik}^j = g_j^3 t_{ikl} + 3g_j^2 l_j t_{ikl} + 3g_j l_j^2 t_{ikl} + l_j^3 t_{ikl}, \quad (4.14)$$

$$F_{ik}^j = g_j^4 t_{ikl} + 4g_j^3 l_j t_{ikl} + 6g_j^2 l_j^2 t_{ikl} + 4g_j l_j^3 t_{ikl} + l_j^4 t_{ikl}. \quad (4.15)$$

Let

$$g_{ijk} = t_{ijk}^T t_{ijk}, \quad g_{ijkl} = t_{ijk}^T t_{kl}, \quad e_{ijkl} = t_{ijk}^T t_{kl}, \quad e_{ijkl} = t_{ijk}^T t_{kl}, \quad f_{ijkl} = t_{ijk}^T t_{kl}.$$
\[ (\mathbf{F}_d^0, \mathbf{F}_d^0) = g_j^2 g_{11} + 2 g_j l_j g_{12} + l_j^2 g_{22} \]
\[ (\mathbf{F}_d^2, \mathbf{F}_d^2) = g_j^d g_{1111} + 4 g_j^d l_j g_{1212} + l_j^2 g_{2222} + 4 g_j^d l_j^2 g_{1112} + 2 g_j^2 l_j^2 g_{1212} + 4 g_j l_j^3 g_{1222} \]

All the required inner products are given in Appendix A.

Repeatedly using the formulas \( \sin(\alpha + \beta) = \sin \alpha \cos \beta + \cos \alpha \sin \beta \) and \( \cos(\alpha + \beta) = \cos \alpha \cos \beta - \sin \alpha \sin \beta \), we can derive that

\[
\sin \sum_{j=1}^{6} \sin \theta_j (r) = \sum_{j=1}^{6} \sin \theta_j (r) \prod_{k \neq j} \cos \theta_k (r) + \sum_{j=1}^{6} \cos \theta_j (r) \prod_{k \neq j} \sin \theta_k (r)
\]

\[
- \sum_{1 \leq j_1 < j_2 < j_3 \leq 6} \prod_{k \neq j_1, j_2, j_3} \cos \theta_k (r) \prod_{k \neq j_1, j_2, j_3} \sin \theta_k (r),
\]

where

\[
\cos \theta_j (r) = \frac{\langle \mathbf{p}_j (r) - \mathbf{p}, \mathbf{p}_{j_0} (r) - \mathbf{p} \rangle}{\| \mathbf{p}_j (r) - \mathbf{p} \| \| \mathbf{p}_{j_0} (r) - \mathbf{p} \|},
\]

\[
\sin \theta_j (r) = \frac{\sqrt{\| \mathbf{p}_j (r) - \mathbf{p} \|^2 \| \mathbf{p}_{j_0} (r) - \mathbf{p} \|^2 - \langle \mathbf{p}_j (r) - \mathbf{p}, \mathbf{p}_{j_0} (r) - \mathbf{p} \rangle^2}}{\| \mathbf{p}_j (r) - \mathbf{p} \| \| \mathbf{p}_{j_0} (r) - \mathbf{p} \|}.
\]

Hence all the terms in the right-hand side of (4.16) have the same denominator \( \prod_{j=1}^{6} \| \mathbf{p}_j (r) - \mathbf{p} \|^2 \).

Note that this denominator has a factor \( r^{12} \), since each \( \| \mathbf{p}_j (r) - \mathbf{p} \|^2 \) has a factor \( r^2 \). Similarly, the numerator of each term of the right-hand side of (4.16) also has a factor \( r^{12} \). After the cancellation of this factor, we can see that if we want to expand (4.16) up to order 3, we need to expand \( \| \mathbf{p}_j (r) - \mathbf{p} \|^2 \) and \( \langle \mathbf{p}_j (r) - \mathbf{p}, \mathbf{p}_{j_0} (r) - \mathbf{p} \rangle \) up to order 5. Substituting (4.10) and (4.11) into (4.17) and (4.18), and as well as the following area expression:

\[
A(p, r) = \frac{1}{2} \sum_{j=1}^{6} \sqrt{\| \mathbf{p}_j (r) - \mathbf{p} \|^2 \| \mathbf{p}_{j_0} (r) - \mathbf{p} \|^2 - \langle \mathbf{p}_j (r) - \mathbf{p}, \mathbf{p}_{j_0} (r) - \mathbf{p} \rangle^2},
\]

and then substituting (4.17) and (4.18) into (4.16), and using Maple (we use Maple version 7) to conduct all the symbolic calculation, we arrive at (4.7) and

\[
a_0 = 3 \sqrt{a^2 r^2 (-g_{11}^3 + g_{22} g_{11})}, \quad (4.19)
\]

\[
n_2 = -3 \sqrt{a^2 r^2 (-g_{12}^3 + g_{22} g_{11}) (-g_{22}^2 g_{11} - g_{11} g_{22}^2 - g_{11} g_{22} g_{12} + g_{12} g_{22} g_{22} + g_{11} g_{22}^2 g_{11} + g_{11} g_{22}^2 g_{22})} / (-g_{12}^3 + g_{22} g_{11})^2.
\]

Therefore,

\[
\frac{n_2}{a_0} = \frac{(-g_{12} g_{22} g_{11} - g_{12} g_{22}^2 - g_{11} g_{22} g_{12} - g_{11} g_{22}^2 g_{11} + g_{11} g_{22} g_{22}^2 - g_{11} g_{22} g_{22} g_{11} + g_{22} g_{12}^2 + g_{22} g_{12} g_{22} g_{11} + g_{22} g_{12}^2 g_{11}) / (g_{22} g_{11} - g_{12}^3)^2}{(-g_{12}^3 + g_{22} g_{11})^2 - g_{11}^2 g_{22}^2 + g_{22} g_{12}^2 + g_{12} g_{22}^2 + g_{22}^2 g_{12} + g_{12} g_{22}^2 + g_{22}^2 g_{11} - g_{11} g_{22} g_{11}) / (g_{22} g_{11} - g_{12}^3)^2}.
\]
It follows from (2.1) that \( n_2/a_0 \) is just \( K(p) \). This completes the proof of the theorem. \( \square \)

**Remark 4.1.** The calculation of the right-handed side of (4.16) involves a huge number of terms. Without the help of Maple, it is almost impossible to finish the derivation by hand. Maple completes all the computation in 1574 seconds on a PC equipped with a 3.0 GHz Intel(R) CPU. The main cost is the computation of \( n_3 \) which is the coefficient of \( r^3 \) in (4.5). If \( n_3 \) is not computed, the total time cost is 65 seconds. The Maple code that conducts all derivation of the theorem is available in http://lsec.cc.ac.cn/~xuguo/xuguo3.html. The interested readers are encouraged to perform the computation.

Multiplying both sides of (4.2) by \( A(p,r)/3 \) and noticing (4.6) and (4.19), we obtain the following corollary.

**Corollary 4.1.** Under the conditions of Theorem 4.1, we have

\[
2\pi - \sum_{j=1}^{6} \theta_j(r) = \|q_1 - q\| \|q_2 - q\| \sin \theta \sqrt{\det(G)} r^2 K(p) + O(r^4), \quad \text{as } r \to 0, \tag{4.20}
\]

where \( \theta = \angle(q_1q_2) \) is the angle between the vectors \( q_2 - q \) and \( q_1 - q \).

Note that \( \|q_1 - q\| \|q_2 - q\| \sin \theta \) is the area of the parallelogram \([qq_1q_2q_3]\). If we take \( \|q_2 - q\| = \|q_1 - q\|, \theta = \pi/3 \) and if the parametric surface \( F(\xi_1, \xi_2) \) satisfy \( \det(G) = 1 \), then

\[
2\pi - \sum_{j=1}^{6} \theta_j(r) = \sqrt{3}/2 \|q_1 - q\|^2 r^2 K(p) + O(r^4), \quad \text{as } r \to 0. \tag{4.21}
\]

This result is formally the same as Borrelli et al.’s if we denote \( \|q_1 - q\| \) by \( \eta \) (see (Borrelli et al., 2003, Eq. (15))), except for the remainder which is \( O(r^4) \) instead of \( o(r^2) \).

The parallelogram criterion is a rather restrictive condition. In practice, this condition may be satisfied approximately. Hence, one may ask how large a perturbation of \( q_j(r) \) is allowed such that the convergence conclusion still holds for the perturbed data. From the proof of Theorem 4.1, we easily obtain the following corollary.

**Corollary 4.2.** Under the conditions of Theorem 4.1, if \( q_j(r) \) is perturbed as

\[
q_j(r) = q + r(q_j - q) + \epsilon_j(r), \quad \epsilon_j(r) \in \mathbb{R}^3,
\]

such that

\[
\|\epsilon_j(r)\| \leq C_j r^\alpha, \quad \alpha \geq 3, \quad C_j \text{ is a constant}, \tag{4.22}
\]

then for the perturbed data we have

\[
\frac{3}{A(p,r)} \left[ 2\pi - \sum_{j=1}^{6} \theta_j(r) \right] = K(p) + O(r^{\min\{\alpha-3,2\}}), \quad \text{as } r \to 0.
\]
Hence, to have a convergence result, $\alpha$ must be great than three. However, if the perturbation $\epsilon_j(r)$ is in the radial direction $q_j - q$, then condition (4.22) could be weakened. That is, we have the following corollary.

**Corollary 4.3.** Under the conditions of Theorem 4.1, if $q_j(r)$ is perturbed as

$$q_j(r) = q + (r + \epsilon_j(r))(q_j - q_i), \quad \epsilon_j(r) \in \mathbb{R},$$

such that

$$|\epsilon_j(r)| \leq C_j r^\alpha, \quad \alpha \geq 2, \quad C_j \text{ is a constant},$$

then for the perturbed data we have

$$\frac{3}{A(p,r)} \left[ 2\pi - \sum_{j=1}^{6} \theta_j(r) \right] = K(p) + O(r^{\min(\alpha-2,2)}), \quad \text{as } r \to 0.$$

This corollary can be proved in the same way as Theorem 4.1 by replacing $r$ with $r + C_j r^\alpha$ in (4.9). We omit the details.

**Lemma 4.1** (see (Xu, 2004a)). Under the conditions of Theorem 4.1, we have

$$\frac{A(p,r)}{AM(p,r)} = 3 + O(r^2), \quad \text{as } r \to 0,$$

where $AM(p,r)$ is defined as in (2.4) from vertices $p_j(r)$.

Therefore, we have the following

**Theorem 4.2.** Under the conditions of Theorem 4.1, we have

$$\frac{1}{AM(p,r)} \left[ 2\pi - \sum_{j=1}^{6} \theta_j(r) \right] = K(p) + O(r^2), \quad \text{as } r \to 0.$$

**Remark 4.2.** Notice that the convergence results are obtained under a particular condition. This particularity is not only in the position the vertices locate, but also in the valence the vertices have. However, this particular case is very useful and important, because triangulated surfaces can be generated by a uniform three-directional partition of the domain. This kind of domain triangulation satisfies the conditions of Theorem 4.1.

**Remark 4.3.** It is interesting to note that the convergence condition of Gauss–Bonnet scheme is exactly the same as the convergence condition of a discrete Laplace–Beltrami operator (see (Xu, 2004a)) proposed by Meyer et al. (2002).

**Discussion.** Now let us explain the relationship between the results in this paper and the results in Borrelli et al.’s (2003) paper for the case $n = 6$. As mentioned in the introduction part, Borrelli et al.’s convergence result holds under a regularity condition. Let $S$ be a smooth surface, $p$ be a surface point, and $p_j$s be the one ring neighbor points of $p$. The regularity condition is that $p_j$s lie in normal sections
two consecutive of which form an angle of $\pi/3$, with the additional constraint that $\|p - p_j\| = \eta$ is a constant.

Take a Cartesian coordinate system $(\xi_1, \xi_2)$ in the tangent plane at $p$ with $p$ the origin—for example, take the principal directions at $p$ to be the coordinate axes. Then surface $S$ can be regarded as a graph of a bivariate function $f(\xi_1, \xi_2)$ in the neighborhood of $p$. Let $q = [0, 0]^T$ and $q_j \in \mathbb{R}^2$ such that

$$p_j = p + [q_j^T, f(q_j)]^T, \quad j = 1, \ldots, 6.$$  

Then, by the facts $f(q) = 0$ and $\nabla f(q) = 0$, it is easy to derive that

$$\|q_j'\| = \|p_j - p\| + O(\eta^3).$$

Let $\rho = \frac{1}{6} \sum_{j=1}^6 \|q_j' - q\|,

$$q_j = q + \rho(q_j' - q)/\|q_j' - q\|, \quad j = 1, \ldots, 6.$$  

Then $q_j$s are regularly distributed points on the tangent plane ($\|q_j - q\| = \rho$, $\angle q_j q_k q_{j+1} = \pi/3$) and

$$\|q_j - q_{j+1}\| = O(\eta^3).$$

Therefore, $q_j'$ could be regarded as the result of a third order ($\alpha = 3$ in (4.23)) perturbation of $q_j$ in the radial direction. Now applying Corollary 4.3 for the sampling points $q_j''$s on the tangent plane, we arrive at Borrelli et al.’s result:

$$\frac{3}{A(p, \eta)} \left[ 2\pi - \sum_{j=1}^6 \theta_j(\eta) j \right] = K(p) + O(\eta), \quad \text{as } \eta \to 0.$$ 

Hence, Borrelli et al.’s result for $n = 6$ can be derived from our results. The discussion above also explains why the convergence rate of the Gauss–Bonnet scheme for Borrelli et al.’s sampling is linear. The regular sampling on surface is in fact a third order perturbation of the “perfect” sampling (satisfying parallelogram criterion) on the parameter domain. This perturbation degrades the convergence rate from quadratic to linear.

Now we illustrate that the parallelogram criterion is more general than the regularity condition. From the Taylor expansion

$$F(q_j) = F(q) + \nabla F(q)(q_j - q) + O(\|q_j - q\|^2),$$

and condition (4.1) we know that surface points $p_j(r) = F(q_j(r))$ satisfy the same relation as $q_j(r)$ within the error $O(r^3)$:

$$p_j(r) = p_{j-}(r) + p_{j+}(r) - p + O(r^3).$$

(4.24)

In another word, the first order approximations $p + r \nabla F(q)^T(q_j - q)$ of the surface points $p_j(r)$ satisfy the parallelogram criterion on the tangent plane of the surface at $q$. Hence the corresponding tangent plane partition is not necessarily uniform and the length $\|p - p_j(r)\|$ are not necessarily constant. Furthermore, we notice that a set of points $\{q_j\}_{j=1}^6 \subset \mathbb{R}^2$ around $q$ satisfying parallelogram criterion is uniquely determined by four parameters: the offset angle $\alpha$ which is defined as the angle between $q_1 - q$ and the first coordinate axis, the lengths of $q_1 - q$ and $q_2 - q$, and the angle $\theta = \angle q_1 q q_2$ (see (4.20)). But a set of points $\{q_j\}_{j=1}^6 \subset \mathbb{R}^2$ around $q$ satisfying regularity condition is uniquely determined by two parameters: the offset angle $\alpha$ and the length of $q_1 - q$ (see (4.21)). Hence, $\{q_j\}_{j=1}^6$ has two more degrees of freedom than $\{q_j\}_{j=1}^6$. Therefore, the parallelogram criterion is more general than Borrelli et al.’s regularity condition.
5. Conclusions

For a surface triangulation obtained from sampling a smooth parametric surface, the approximation accuracy of the Gauss–Bonnet scheme depends very much on how the surface is triangulated. If the domain triangulation is close to a uniform three-directional partition, accurate approximation can be achieved. Otherwise, the approximation error could be very large. We also show that Borrelli et al.'s convergence result for valence $n = 6$ could be derived from our convergence theorems.

Appendix A. Inner products of directional derivatives

The following are all the inner products in (4.10) and (4.11).

\[
\begin{align*}
\langle F_{d_1}, F_{d_2} \rangle &= g^2_{ij}g_{1111} + 2g_{ij}l_jg_{1112} + l_j^2g_{222}:
\end{align*}
\]

\[
\begin{align*}
\langle F_{d_1}^2, F_{d_2}^2 \rangle &= g^4_{ij}g_{1111} + 4g^2_{ij}l_jg_{1112} + l_j^4g_{2222} + 4g^3_{ij}l_jg_{1112} + 2g^2_{ij}l_jg_{1112} + 4g_{ij}l_j^3g_{1122};
\end{align*}
\]

\[
\begin{align*}
\langle F_{d_1}, F_{d_2} \rangle &= g^3_{ij}g_{1111} + 2g_{ij}l_jg_{1112} + g_{ij}l_j^2g_{1121} + 2g_{ij}l_j^2g_{1112} + l_j^3g_{222}:
\end{align*}
\]

\[
\begin{align*}
\langle F_{d_1}, F_{d_2} \rangle &= g^3_{ij}g_{1111} + 2g_{ij}l_jg_{1112} + g_{ij}l_j^2g_{1121} + 2g_{ij}l_j^2g_{1112} + l_j^3g_{222}:
\end{align*}
\]

\[
\begin{align*}
\langle F_{d_1}, F_{d_2} \rangle &= g^3_{ij}g_{1111} + 2g_{ij}l_jg_{1112} + g_{ij}l_j^2g_{1121} + 2g_{ij}l_j^2g_{1112} + l_j^3g_{222}:
\end{align*}
\]

\[
\begin{align*}
\langle F_{d_1}, F_{d_2} \rangle &= g^3_{ij}g_{1111} + 2g_{ij}l_jg_{1112} + g_{ij}l_j^2g_{1121} + 2g_{ij}l_j^2g_{1112} + l_j^3g_{222}:
\end{align*}
\]
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