MODIFIED WENZEL AND CASSIE EQUATIONS FOR WETTING ON ROUGH SURFACES∗
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Abstract. We study a stationary wetting problem on rough and inhomogeneous solid surfaces. We derive a new formula for the apparent contact angle by asymptotic two-scale homogenization method. The formula is reduced to a modified Wenzel equation for geometrically rough surfaces and a modified Cassie equation for chemically inhomogeneous surfaces. Unlike the classical Wenzel and Cassie equations, the modified equations correspond to local minimizers of the total interface energy in the solid-liquid-air system, so that they are consistent with experimental observations. The homogenization results are proved rigorously by a variational method.
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1. Introduction. Wetting describes how liquid states and spreads on solid surfaces. It is a common phenomenon in nature and our daily life. It appears also in many industrial processes, such as painting, printing, chemical and petroleum industry, etc. Recently, wetting has arisen much interests in physics, chemistry and material sciences(see [8, 9, 2, 17] among many others).

The wetting property of a solid surface is mainly characterized by values of the contact angle, i.e. the angle between the liquid-air interface and the solid surface. On a planar and chemically homogeneous surface, the static contact angle $\theta_Y$ is given by the Young’s equation[25]:

$$\gamma_{LG} \cos \theta_Y = \gamma_{SG} - \gamma_{SL},$$

where $\gamma_{LG}$, $\gamma_{SG}$ and $\gamma_{SL}$ are surface tensions of the liquid-air, solid-air and solid-liquid interfaces, respectively.

One key problem in wetting is to study how the roughness and chemical inhomogeniety of a solid surface affect the apparent contact angle, namely the macroscopic angle between the liquid-air interface and the solid surface. To answer this question, there are two very well-known equations, namely the Wenzel equation[20] and the Cassie equation[5]. The Wenzel equation describes the apparent contact angle $\theta_W$ on a geometrically rough surface(see the left subfigure in Fig. 1.1):

$$\cos \theta_W = r \cos \theta_Y,$$  

(1.1)

where $\theta_Y$ is the Young’s angle, and $r$ is a roughness factor, which is the ratio of the actual area to the projected area of the surface. On the other hand, the Cassie equation describes the apparent contact angle $\theta_C$ on a chemically patterned surface(see the right subfigure in Fig. 1.1):

$$\cos \theta_C = \lambda \cos \theta_Y + (1 - \lambda) \cos \theta_Y, $$  

(1.2)

where $\theta_Y_1$ and $\theta_Y_2$ are respectively the Young’s angles of the two materials, $\lambda$ is the area fraction of material 1 on the surface. Although the two equations are widely used,
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their validity has been challenged recently [12, 3, 15, 10]. The main problem is that the two equations are seldom consistent with experimental observations that the apparent contact angle is not unique on a rough surface. This phenomenon is very important in industrial applications and often referred to contact angle hysteresis (CAH). Obviously, the classical Wenzel and Cassie equations can not describe CAH phenomena [13, 11, 19, 23].

Mathematically, the classical Wenzel and Cassie equations can be proved to hold when considering the global minimizers of the total interface energy in a liquid-air-solid system [1, 21, 22, 6, 4]. It is also known the two equations may fail when the system admits only local minimizers [12, 23], that really happens in CAH phenomena. To characterize the CAH quantitatively, some modified forms of the Cassie equation have been developed for chemically patterned surfaces [7, 18, 24]. The modified formulas are found to be consistent with experiments very well [16, 18]. However, these formulas have not been proved rigorously. Furthermore, there is no result in literature for general geometrically and chemically rough surfaces.

In this paper, we consider a wetting problem on a general rough surface, which includes both geometrical roughness and chemical inhomogeneity. The static liquid-air interface is described by a minimal surface equation coupled with a contact angle condition. By the asymptotic two-scale homogenization method, we derive a new formula for the apparent contact angle of the liquid-air interface. The formula can be reduced to a modified Wenzel equation for geometrically rough surfaces and a modified Cassie equation for chemically inhomogeneous surfaces. Comparison to the classical Wenzel and Cassie equations, the two modified equations correspond to local minimizers of the system and thus are consistent with experimental observations. Furthermore, we prove the homogenization results rigorously by a variational approach. More precisely, we proved that the difference between the liquid-gas interface and the homogenized surface is of order $O(\varepsilon)$, where $\varepsilon$ is a small parameter of the roughness. The key idea of the proof is to construct an auxiliary energy minimizing problem and to estimate the energy of the minimizer directly.

The structure of the paper is as follows. In section 2, we describe a simple model problem of wetting. In section 3, we do homogenization analysis for the model problem to derive the formula for apparent contact angle. In section 4, we discuss the physical meaning of the formula in various situations to give the modified Wenzel and Cassie equations. In the last section, we prove the homogenization results rigorously.

2. The mathematical problem. When a vertical solid wall is inserted into a liquid reservoir, the liquid-air interface will rise or descend along the wall due to the wetting property of the solid surface. Such a system can be used to study the wetting phenomena on rough surfaces [13]. A simplified mathematical model for this problem is described as follows.
As in Fig. 2.1, let the solid surface $S^\varepsilon$ be given by

$$S^\varepsilon := \{ x = h^\varepsilon(y, z) = \varepsilon h(y/\varepsilon, z/\varepsilon) | y \in (0, a), z \in (-M, M) \},$$

(2.1)

where $h(Y, Z)$ is a periodic function with respect to $Y$ and $Z$ with period 1, $a > 0$ is a constant, and $M > 0$ is large enough. Here $\varepsilon \ll 1$ is a small parameter to characterize the roughness of the surface. In addition, we also assume that the solid surface is chemically inhomogeneous in the sense that the (static) Young’s angle on the surface is given by $\theta_s(y/\varepsilon, z/\varepsilon)$ with $\theta_s(Y, Z)$ being period in $Y$ and $Z$ with period 1.

Suppose the liquid-gas interface $\Gamma^\varepsilon$ is given by

$$\Gamma^\varepsilon := \{ z = u^\varepsilon(x, y) | x \in (0, 1), y \in (0, a) \},$$

(2.2)

such that $|u^\varepsilon| < M$ and

$$u^\varepsilon(1, y) = 0.$$  

(2.3)

We assume that $u^\varepsilon(x, y)$ is periodic in $y$ with period $\varepsilon$. Furthermore, we denote the contact line, i.e. the intersection of $S^\varepsilon$ and $\Gamma^\varepsilon$, as

$$L^\varepsilon : \begin{cases}
  x = \phi^\varepsilon(y), \\
  z = \psi^\varepsilon(y).
\end{cases}$$

(2.4)

It is easy to see that $\phi^\varepsilon$ and $\psi^\varepsilon$ are determined by $h^\varepsilon$ and $u^\varepsilon$, and periodic with respect to $y$ with period $\varepsilon$.

Now we derive the equation satisfied by the function $u^\varepsilon$. Since we are interested only in the contact angle between $\Gamma^\varepsilon$ and $S^\varepsilon$, we can ignore the gravity. By the Young-Laplace equation[14], in equilibrium, the mean curvature $\kappa$ of the interface $\Gamma^\varepsilon$ is determined only by the pressure jump across the liquid-air interface,

$$\kappa = \frac{[p]}{2\gamma},$$

(2.5)

where $[p]$ is the pressure jump and $\gamma$ is the surface tension of the interface. On the contact line $L^\varepsilon$, the microscopic contact angle is equal to the local Young’s angle[25],

$$n^\varepsilon_l \cdot n^\varepsilon_s = \cos \theta^\varepsilon_s(y)$$

(2.6)
where \( \theta^\varepsilon(y) = \theta_\epsilon(x, \psi_\epsilon(y)) \), \( n^\varepsilon_n \) and \( n^\varepsilon_s \) are the unit normal vectors of the liquid-air interface and the solid surface, respectively, defined as,

\[
  n^\varepsilon_n := \frac{(-\partial_x u_\varepsilon, -\partial_y u_\varepsilon, 1)^T}{\sqrt{1 + (\partial_x u_\varepsilon)^2 + (\partial_y u_\varepsilon)^2}}, \quad n^\varepsilon_s := \frac{(1, -\partial_y h_\varepsilon, -\partial_x h_\varepsilon)^T}{\sqrt{1 + (\partial_y h_\varepsilon)^2 + (\partial_x h_\varepsilon)^2}}.
\]

(2.7)

For simplicity, we assume the pressure jump \( [p] = 0 \), then the equations (2.5), (2.6) and the boundary condition (2.3) can be rewritten as

\[
\begin{cases}
  \text{div} \left( \frac{\nabla u_\varepsilon}{\sqrt{1 + |\nabla u_\varepsilon|}} \right) = 0, & \text{in } D^\varepsilon \\
  n^\varepsilon_n \cdot n^\varepsilon_s = \cos \theta^\varepsilon, & \text{on } L^\varepsilon_p, \\
  u_\varepsilon(1, y) = 0, & \\
  u_\varepsilon(x, y) \text{ is periodic in } y \text{ with period } \varepsilon,
\end{cases}
\]

(2.8)

where \( \nabla = (\partial_x, \partial_y)^T \), \( \text{div} := \partial_x + \partial_y \), and

\[
D^\varepsilon := \{(x, y) | \psi_\epsilon(y) < x < 1, 0 < y < a\}, \quad L^\varepsilon_p := \{(x, y) | x = \phi_\epsilon(y), 0 < y < a\}.
\]

(2.9)

Here we use the standard formula for mean curvature \( \kappa = \text{div} \left( \frac{\nabla u_\varepsilon}{\sqrt{1 + |\nabla u_\varepsilon|}} \right) \).

When \( \varepsilon \) is small, \( \Gamma^\varepsilon \) is a perturbation of a homogenized surface \( \Gamma^0 \) (see Fig. 2.2):

\[
\Gamma^0 := \{z = u_0(x) | y \in (0, a), x \in (0, 1)\},
\]

(2.10)

where \( u_0 \) is a function depending only in \( x \). Denote \( \theta_\alpha \) the angle between \( \Gamma^0 \) and the macroscopic solid surface

\[
S^0 := \{x = 0 | y \in (0, a), z \in (-M, M)\}.
\]

We are mainly interested in how the macroscopic apparent contact angle \( \theta_\alpha \) depends on local geometric and chemical roughness near the contact line.

In the end of the section, we would like to remark that, in general the equation (2.8) may not admit a solution, since the associated minimal surface may not be \( z \)-graph. This happens in the Cassie-Baxter state of wetting, where air may be trapped under liquid[6]. In this paper, we always assume (2.8) admits a solution.

3. Homogenization. In this section, we derive the formulas for the homogenized interface \( \Gamma^0 \) and the apparent contact angle \( \theta_\alpha \) by asymptotic two-scale homogenization analysis. Since \( \varepsilon \) is small, we can assume that the solution \( u_\varepsilon \) of (2.8) is oscillating mainly in the vicinity of the contact line \( L^\varepsilon \). Far from \( L^\varepsilon \), we can assume that the interface \( \Gamma^\varepsilon \) is a perturbation of a macroscopic surface \( \Gamma^0 \). We can do outer and inner expansions of \( u_\varepsilon \) as follows.

Outer expansion. Far from the contact line \( L^\varepsilon \), we let

\[
u_\varepsilon(x, y) = u_0(x) + \varepsilon u_1(x, \frac{y}{\varepsilon}) + \varepsilon^2 u_2(x, \frac{y}{\varepsilon}) + \cdots.
\]

(3.1)

Denote the fast parameter \( Y = \frac{y}{\varepsilon} \), then \( u_i(x, Y) \) is periodic in \( Y \) with period 1 for \( i \geq 1 \), and \( \partial_{\varepsilon y} = \varepsilon^{-1} \partial_Y \).

Substitute the above expansion to the first equation of (2.8). The leading order in \( \varepsilon \) of the equation is

\[
\partial_Y \left( \frac{\partial_Y u_1}{\sqrt{1 + (\partial_x u_0)^2 + (\partial_y u_1)^2}} \right) = 0.
\]

(3.2)
This leads to

\[
\frac{\partial Y u_1}{\sqrt{1 + (\partial_x u_0)^2 + (\partial_Y u_1)^2}} = c_0(x),
\]

for some function \(c_0(x)\) depending only in \(x\) and such that \(|c_0(x)| < 1\). Direct calculations give

\[
(\partial_Y u_1)^2 = \frac{c_0^2(1 + (\partial_x u_0)^2)}{1 - c_0^2} =: c_1(x).
\]

This leads to

\[
u_1 = \pm \sqrt{c_1(x)Y + c_2(x)},
\]

for a function \(c_2\) independent of \(Y\). Noticing that \(u_1\) is periodic in \(Y\) with period 1, we have \(c_1(x) = 0\) and \(u_1\) depends only in \(x\).

The next order of the expansion of the first equation of (2.8) gives

\[
\partial_x \left( \frac{\partial_x u_0}{\sqrt{1 + (\partial_x u_0)^2}} \right) + \partial_Y \left( \frac{\partial_Y u_2}{\sqrt{1 + (\partial_x u_0)^2}} \right) = 0. \tag{3.3}
\]

Integral the equation with respect to \(Y\) in the interval \((0, 1)\). Noticing that \(u_2\) is period in \(Y\) with period 1, we have

\[
\partial_x \left( \frac{\partial_x u_0}{\sqrt{1 + (\partial_x u_0)^2}} \right) = 0. \tag{3.4}
\]

This implies

\[
\partial_{xx} u_0 = 0, \tag{3.5}
\]

i.e. \(u_0(x)\) is a linear function of \(x\).
Now we consider the boundary conditions. Substitute the expansion (3.1) to the third equation of (2.8). The leading order implies that $u_0(1) = 0$. Together with (3.5), we have

$$u_0 = k(1 - x),$$

(3.6)

for some constant $k$. The equation implies that the homogenized liquid-air interface $\Gamma^0$ is planar and has an apparent contact angle (with respect to $S^0$) given by

$$\cos \theta_a = \frac{k}{\sqrt{1 + k^2}}.$$  

(3.7)

**Inner expansions.** Now we consider the expansion of $u_\varepsilon$ near the contact line $L^\varepsilon$. We assume that the interface oscillates around $\{z = \hat{u}_0\}$ near the rough solid surface:

$$u_\varepsilon(x, y) = \hat{u}_0 + \varepsilon \hat{u}_1(X, Y) + \varepsilon^2 \hat{u}_2(X, Y) + \cdots,$$

(3.8)

where $X = \frac{x}{\varepsilon}, Y = \frac{y}{\varepsilon}$ and $\hat{u}_i(X, Y)$ is periodic in $Y$ with period 1, $i \geq 1$. Since the contact line $L^\varepsilon = \{(x, y, z) : x = \phi_\varepsilon(y), z = \psi_\varepsilon(y)\}$ is the intersection of $\Gamma^\varepsilon$ and $S^\varepsilon$, we also have

$$\phi_\varepsilon(y) = \hat{\phi}_1(Y) + \varepsilon \hat{\phi}_2(Y) + \cdots,$$

(3.9)

and

$$\psi_\varepsilon(y) = \hat{u}_0 + \varepsilon \hat{\psi}_1(Y) + \cdots.$$

Direct calculations lead to

$$\nabla = \varepsilon^{-1} \nabla_X,$$

with $\nabla_X = (\partial_X, \partial_Y)$, and

$$n^\varepsilon = n_0 + \varepsilon n_1 + \cdots,$$

(3.10)

with

$$n_0^\varepsilon = \frac{(-\partial_X u_1, -\partial_Y u_1, 1)}{\sqrt{1 + |\nabla_X u_1|^2}}.$$  

(3.11)

We submit the expansion (3.8) to the first equation of (2.8). On the leading order, we have

$$\nabla_X \cdot \left( \frac{\nabla_X \hat{u}_1}{\sqrt{1 + (\nabla_X \hat{u}_1)^2}} \right) = 0, \quad X > \hat{\phi}_1(Y),$$

(3.12)

**The apparent contact angle.** We now derive how the apparent contact angle $\theta_a$ depends on the microscopic properties in the system. We will need the matching condition between the inner and outer expansions:

$$\lim_{x \to 0} u_0 = \hat{u}_0, \quad \lim_{x \to 0} \partial_x u_0 = \lim_{X \to \infty} \partial_X \hat{u}_1, \quad \lim_{x \to 0} \partial_y u_0 = \lim_{X \to \infty} \partial_Y \hat{u}_1.$$  

(3.13)

Integral the equation (3.12) in a domain

$$\tilde{D}_T = \{(X, Y) : \hat{\phi}_1(Y) < X < T, 0 < Y < 1\},$$
for any $T > 0$. Integration by part leads to

\[
0 = \int_{D_T} \nabla \cdot \left( \frac{\nabla \hat{u}_1}{\sqrt{1 + (\nabla \hat{u}_1)^2}} \right) \, dXdY
= - \int_{L_p} \frac{\nabla \hat{u}_1}{\sqrt{1 + (\nabla \hat{u}_1)^2}} \cdot \frac{(1, -\partial Y \hat{\phi}_1)T}{\sqrt{1 + (\partial Y \hat{\phi}_1)^2}} \, dS + \int_0^1 \frac{\nabla \hat{u}_1}{\sqrt{1 + (\nabla \hat{u}_1)^2}}|_{x=T} \cdot (1, 0)^T \, dY,
\]

(3.14)

where $L_p := \{(X, Y)|X = \hat{\phi}_1(Y), 0 < Y < 1\}$. This further leads to

\[
\int_0^1 \frac{\partial X \hat{u}_1}{\sqrt{1 + (\nabla \hat{u}_1)^2}}|_{x=T} \, dY = \int_{L_p} \frac{\nabla \hat{u}_1}{\sqrt{1 + (\nabla \hat{u}_1)^2}} \cdot \frac{(1, -\partial Y \hat{\phi}_1)T}{\sqrt{1 + (\partial Y \hat{\phi}_1)^2}} \, dS. \tag{3.15}
\]

Let $T$ goes to infinity. Using the matching condition (3.13), the left hand side term of (3.15) reduces to,

\[
\lim_{T \to \infty} \int_0^1 \frac{\partial X \hat{u}_1}{\sqrt{1 + (\nabla \hat{u}_1)^2}}|_{x=T} \, dY = \frac{\partial_x u_0}{\sqrt{1 + (\partial_x u_0)^2}} = \frac{-k}{\sqrt{1 + k^2}} = -\cos \theta_a. \tag{3.16}
\]

For the right hand side term, we get

\[
\int_{L_p} \frac{\nabla \hat{u}_1}{\sqrt{1 + (\nabla \hat{u}_1)^2}} \cdot \frac{(1, -\partial Y \hat{\phi}_1)T}{\sqrt{1 + (\partial Y \hat{\phi}_1)^2}} \, dS = \int_{L_p} \frac{(\partial X u_1, \partial Y u_1, -1) \cdot (1, -\partial Y \hat{\phi}_1, 0)^T}{\sqrt{1 + (\partial Y \hat{\phi}_1)^2}} \, dS
\]

\[
= - \int_{L_p} \mathbf{n}_T^0 \cdot \mathbf{m}_L^0 \, dS. \tag{3.17}
\]

Here $\mathbf{n}_T^0$ is defined in (3.11) and $\mathbf{m}_L^0 := \frac{(1, -\partial Y \hat{\phi}_1, 0)^T}{\sqrt{1 + (\partial Y \hat{\phi}_1)^2}}$, which is the inner normal of $L_p$. The above three equations implies

\[
\cos \theta_a = \frac{k}{\sqrt{1 + k^2}} = \int_{L_p} \mathbf{n}_T^0 \cdot \mathbf{m}_L^0 \, dS = \int_0^1 (\mathbf{n}_T^0 \cdot \mathbf{m}_L^0) \sqrt{1 + (\partial Y \hat{\phi}_1)^2} \, dY. \tag{3.18}
\]

In reality, it is more convenient to use the integral on $L_p^e$ instead of on $L_p$. Denote

\[
\mathbf{m}_L^e = \frac{(1, -\partial_y \phi_e, 0)}{\sqrt{1 + (\partial_y \phi_e)^2}} \tag{3.19}
\]

the inner normal of $L_p^e$. It is easy to see that

\[
\mathbf{m}_L^e = \mathbf{m}_L^0 + \epsilon \mathbf{m}_L^1 + \cdots.
\]

By the equation (3.9),(3.10) and the above expansion, we could use the following formula instead of (3.18):

\[
\cos \theta_a \approx \int_0^Y (\mathbf{n}_T^e \cdot \mathbf{m}_L^e) \sqrt{1 + (\partial_y \phi_e)^2} \, dy. \tag{3.20}
\]
Hereinafter, we use the notation $\int_{0}^{\varepsilon} = \frac{1}{\varepsilon} \int_{0}^{\varepsilon}$. The inner product $\mathbf{n}^x \cdot \mathbf{m}^x$ in the equation can be understood as follows. Denote

$$\tau^x := \frac{(\partial_y \phi, 1, \partial_y \psi)}{\sqrt{1 + (\partial_y \phi)^2 + (\partial_y \psi)^2}}.$$ 

the unit tangential vector of the contact line $L^x$. If we define an angle $\theta^x$ on $L^x$ (see Fig. 2.2),

$$\theta^x(y) := \arcsin((\mathbf{m}^x \times \mathbf{n}^x) \cdot \tau^x),$$

that depends only in the geometric property of the rough surface on the contact line. Noticing $\mathbf{n}^x \cdot \mathbf{n}^S = \cos \theta^x(y)$ on $L^x$(see in (2.8)), and the geometric relation $\tau^x \cdot \mathbf{m}^x = 0$, $\tau^x \cdot \mathbf{n}^x = 0$, and $\tau^x \cdot \mathbf{n}^x = 0$, we easily have

$$\mathbf{n}^x \cdot \mathbf{m}^x = \cos (\theta^x(y) - \theta^y).$$

Combing the equations (3.6)-(3.7) and (3.20)-(3.22), we know that $\Gamma^0$ is a planar surface:

$$z = u_0(x) := k(1 - x),$$

and the contact angle $\theta_a$ is given by

$$\cos \theta_a = \frac{k}{\sqrt{1 + k^2}} = \int_{0}^{\varepsilon} \cos (\theta^x(y) - \theta^y) \sqrt{1 + (\partial_y \phi)^2}dy.$$  

The formula (3.24) characterizes how the macroscopic contact angle depends on the local chemical and geometric information of the rough surface on the contact line.

4. The modified Wenzel equation and the modified Cassie equation.

In this section, we will describe the physical meanings of (3.24). We can see that the equation gives some new results which are different from the classical Wenzel and Cassie equations. Specifically, we will derive a modified Cassie equation for chemically patterned surface and a modified Wenzel equation for geometrically rough surface.

The Young’s angle. Firstly, we show that when the solid surface is flat and homogeneous(see Fig. 4.1(a)), the equation (3.24) will give a Young’s angle. Actually, when the surface is flat, the solid boundary is given by $\{x = 0\}$. The normal vector $\mathbf{m}_L$ is parallel to $\mathbf{n}_S$. Then we have $\theta_0 = 0$. Since the surface is homogeneous, the Young contact angle function $\theta^x$ is equal to a constant $\theta_Y$. Furthermore, the contact line is in the solid surface so that $\phi = 0$. So the equation (3.24) is reduced to

$$\cos \theta_a = \cos \theta_Y.$$ 

This implies $\theta_a = \theta_Y$, i.e. the macroscopic contact angle is equal to the Young’s angle of the solid surface. This is consistent with the physical principle that, on a planar homogeneous surface, the contact angle is the Young’s angle.

The modified Cassie equation. If the surface is flat but inhomogeneous, the solid surface is still given by $\{x = 0\}$. This is shown in Fig. 4.1(b), where the colormap on the solid surface implies the inhomogeneity of the surface, i.e. $\theta_s(Y, Z)$ is a periodic function. In this case, we still have $\theta^y = 0$ and $\phi = 0$. The homogenized equation is reduced to

$$\cos \theta_a = \int_{0}^{\varepsilon} \cos \theta_s(y/\varepsilon, \psi_s(y))dy.$$
The equation implies that the apparent contact angle is the line average of the Young’s contact angle along the contact line. The equation (4.2), regarded as the modified Cassie equation, has been derived formally in [24]. On chemically patterned surface, i.e., the solid surface is composed of two materials, the modified Cassie equation is also proposed in [18]. It turns out that the modified Cassie equation can describe the contact angle hysteresis on chemically inhomogeneous surface, and is consistent with some recent experiments [18, 16].

It is easy to see the equation (4.2) is different from the classical Cassie equation

\[
\cos \theta_a = \int_0^\epsilon \int_0^\epsilon \cos \theta_s(y/\epsilon, z/\epsilon) dy dz, \tag{4.3}
\]

which says that the cosine of the apparent contact angle is an area average of the cosine of the Young’s angle in chemically inhomogeneous surface. However, in some special situation where the energy in the system has a unique minimizer, the two equations can be equivalent. To show that, we consider an example with a chemically patterned surface as in Figure 4.1(c), where the Young’s angle \( \theta_s(y/\epsilon) \) is a periodic function in \( y \). In this example, it is easy to see that both equations (4.2) and (4.3)
reduce to the same equation

\[ \cos \theta_a = \int_0^\infty \cos \theta_s(y/\varepsilon) dy. \]

More discussions on their differences and relations we refer to [24].

_The modified Wenzel’s equation._ When the solid surface is chemically homogeneous but geometrically rough, we have \( \theta_s(y/\varepsilon, z/\varepsilon) = \theta_Y \). The equation (3.24) is reduced to

\[ \cos \theta_a = \int_0^\infty \cos \left( \theta_Y - \theta_\varepsilon^G(y) \right) \sqrt{1 + (\partial_y \phi_\varepsilon)^2} dy. \]  

(4.4)

This equation means that the cosine of the apparent contact angle is equal to the linear average of the cosine of the Young’s angle subtracting a geometric angle on the contact line. We call this equation a modified Wenzel equation.

In the following, we discuss the relation between the equation (4.4) and the classical Wenzel equation

\[ \cos \theta_a = r \cos \theta_Y, \]  

(4.5)

where the roughness parameter

\[ r = \int_0^\varepsilon \int_0^\varepsilon \sqrt{1 + (\partial_y h \varepsilon)^2 + (\partial_z h \varepsilon)^2} dy dz \]

is the ratio between the area of the rough surface and the effective planar surface.

In some special case, the equation (4.4) is reduced to the equation (4.5). For example, when the solid surface is a wave-like surface given by \( \{ x = \varepsilon h(y/\varepsilon) \} \) for a periodic function \( h(Y) \) (see Fig. 4.2(a)). In this case, we have \( \phi_\varepsilon(y) = h_\varepsilon(y) \) and \( \theta_\varepsilon^G = 0 \). Thus, the equation (4.4) can be reduced to

\[ \cos \theta_a = \int_0^\varepsilon \sqrt{1 + (\partial_y h \varepsilon)^2} \cos \theta_Y = r \cos \theta_Y, \]

i.e. the classical Wenzel equation.

In general, the contact angle given by the modified Wenzel equation (4.4) is different from the equation (4.5). For example, if we consider a wavelike solid surface is given by \( \{ x = \varepsilon h(z/\varepsilon) \} \) for a periodic function \( h(Z) \) (see Fig. 4.2(b)), it is easy to see that a planar liquid-air interface, i.e. \( u_\varepsilon(x,y) = k(1-x) \) for some constant \( k \), satisfies the equation (2.8), once the local contact angle is equal to \( \theta_Y \). In this case we have \( \phi_\varepsilon(x,y) = h_\varepsilon(x,y) \) and \( \theta_\varepsilon^G = 0 \). The equation (3.24) is reduced to

\[ \cos \theta_a = \cos(\theta_Y - \theta_\varepsilon^G|_{L^*}), \text{ or equivalently } \theta_a = \theta_Y - \theta_\varepsilon^G|_{L^*}, \]  

(4.6)

The situation is more clearly in side view. As shown in Fig. 4.2(c), suppose the Young angle is equal to 90°, then the equation (2.8) can have multiple solutions (the light blue dashed lines). These solutions correspond to different apparent contact angles due to different \( \theta_\varepsilon^G \). All these angles satisfies the modified Wenzel equation (4.4), or equivalently (4.6). In comparison, the equation (4.5) gives only a unique apparent angle on the surface and can not describe all the solutions.
Modified Wenzel and Cassie equations for wetting on rough surfaces

The difference between the modified Wenzel equation (4.4) and the classical Wenzel equation (4.5) can be understood as follows. While the classical Wenzel equation corresponds to the global minimizer of the total surface energy in the system[6], the modified Wenzel equation, which is derived from the equilibrium equation (2.8), may correspond to the local minimizers in the system. Since the minimizer is not unique in general, the contact angle given by the modified Wenzel equation (4.4) can be different from that given by the classical Wenzel equation (4.5), as shown in the previous example.

5. Rigorous proof. In this section, we will prove rigorously the homogenization result by asymptotic analysis in Section 3. For that purpose, we need the following assumption:

\[ \nu := \max_y \left| \cos(\theta^* + \theta^y) \sqrt{1 + (\partial_y \phi^e)^2} \right| < 1. \]  

This assumption implies that the two-phase flow system in partial wetting regime. In addition, to avoid technical complexity, we assume \( h(Y, Z) \leq 0 \), so that \( \phi^e < 0 \).

The main result is the following theorem.

**Theorem 5.1.** Let \( u_e \in C^2(D^e) \) be the solution of (2.8) and \( u_0 \in C^2(0,1) \) be
the homogenized function of $u_\varepsilon$ given by (3.23) and (3.24). Then we have

\[
\max_{x \in (0,1)} |u_\varepsilon(x) - u_0(x)| \leq C_1 \varepsilon, \tag{5.2}
\]

\[
\max_{y \in (0,\varepsilon)} \|u_\varepsilon(x, y) - u_0(x)\|_{L^1(0,1)} \leq C_2 \varepsilon, \tag{5.3}
\]

for two constants $C_1$ and $C_2$ independent of $\varepsilon$. Here $\bar{u}_\varepsilon(x) := \int_0^\varepsilon u_\varepsilon(x, y) \, dy$.

The difficulty of the proof of the theorem relies on the fact that the solution of (2.8) is not unique. Our proof of Theorem 5.1 is based on the following idea. For any specific solution $u_\varepsilon$ of the equation (2.8), we will establish an auxiliary variational problem, which has a unique minimizer. Then we utilize the variational problem to prove Theorem 5.1.

Hereinafter, we assume that $u_\varepsilon$ is one specific solution of the equation (2.8). The contact line $L_\varepsilon$ is given by \( \{ x = \phi_\varepsilon^s(y), z = \psi_\varepsilon^s(y) \} \). Here, to explicitly show the dependence in $u_\varepsilon$, we use $\phi_\varepsilon^s$ and $\psi_\varepsilon$ instead of $\phi_\varepsilon$ and $\psi_\varepsilon$ in previous sections. Similarly, we denote $\theta_\varepsilon^s(y) := \theta_s(y/\varepsilon, \psi_\varepsilon(y))$ and $\theta_\varepsilon^g := \theta_g(y/\varepsilon, \psi_\varepsilon(y))$, instead of $\theta_\varepsilon^s$ and $\theta_\varepsilon^g$. We denote

\[
S_{u^s} := \{(x,y,z) | x = \phi_\varepsilon^s(y), 0 < y < \varepsilon, -M < z < M \}
\]

a wave-like solid surface as shown in Fig. 5.1, and

\[
D_{u^s} := \{(x,y) | \phi_\varepsilon^s(y) < x < 1, 0 < y < \varepsilon \}
\]

with the left boundary

\[
\mathcal{L}_{D_{u^s}} := \{(x,y) | x = \phi_\varepsilon^g(y), 0 < y < \varepsilon \}.
\]

Introduce a functional space

\[
V := \{ v \in W^{1,2}(D_{u^s}) | v \text{ satisfies the periodic condition in } y \text{ and } v(1,y) = 0. \}
\]

For any $v \in V$, we define an energy functional

\[
\mathcal{E}_{u^s}(v) = \frac{1}{\varepsilon} \int_{D_{u^s}} \sqrt{1 + |\nabla v|^2} \, dx \, dy - \int_0^\varepsilon v(\phi_\varepsilon^s(y), y) \cos(\theta_\varepsilon^s + \theta_\varepsilon^g) \sqrt{1 + (\partial_y \phi_\varepsilon^s)^2} \, dy.
\]  

(5.4)
We define a variational problem as follows,

$$\min_{v \in V} \mathcal{E}^{u_\varepsilon}(v).$$  \hfill (5.5)

For the problem (5.5), we first have the following lemma.

**Lemma 5.2.** Let $u_\varepsilon \in C^2(D^{u_\varepsilon})$ be a solution of (2.8), and $\mathcal{E}^{u_\varepsilon}$ be defined in (5.4). Then $u_\varepsilon$ is the unique minimizer of the problem (5.5).

**Proof.** The proof of the lemma includes two steps. We first prove that $u_\varepsilon$ satisfies the Euler-Lagrangian equation of (5.5), then we prove the problem (5.5) is convex.

**Step 1.** The proof of the first statement is based on a standard argument. Suppose $u \in V$ be a (local) minimizer of $\mathcal{E}^{u_\varepsilon}$. Then for any $w \in C^\infty(D)$ such that $w(1, y) = 0$ and the periodic condition in $y$, we have

$$\mathcal{E}^{u_\varepsilon}(u) \leq \mathcal{E}^{u_\varepsilon}(u + tw), \quad \text{if } |t| \text{ small enough.}$$

Denote $I(t) = \mathcal{E}^{u_\varepsilon}(u + tw)$, we then have $I'(0) = 0$. Notice that

$$I(t) = \int_0^\varepsilon \int_0^1 \frac{\nabla u \cdot \nabla w}{1 + |\nabla u|^2} \, dx \, dy - \int_0^\varepsilon \int_0^1 \frac{|\partial_y \phi_\varepsilon^{u_\varepsilon}|^2 \cos(\theta_\varepsilon^{u_\varepsilon} + \theta_y^{u_\varepsilon}) (u(\phi_\varepsilon^{u_\varepsilon}, y) + tw(\phi_\varepsilon^{u_\varepsilon}, y))}{1 + |\nabla u|^2} \, dx \, dy$$

Direct computations give

$$I'(0) = \int_0^\varepsilon \int_0^1 \frac{\nabla u \cdot \nabla w}{1 + |\nabla u|^2} \, dx \, dy - \int_0^\varepsilon \int_0^1 \frac{|\partial_y \phi_\varepsilon^{u_\varepsilon}|^2 \cos(\theta_\varepsilon^{u_\varepsilon} + \theta_y^{u_\varepsilon}) w(\phi_\varepsilon^{u_\varepsilon}, y)}{1 + |\nabla u|^2} \, dx \, dy$$

For the first term in the right hand side, integration by part leads to

$$\int_0^\varepsilon \int_0^1 \frac{\nabla u \cdot \nabla w}{1 + |\nabla u|^2} \, dx \, dy$$

$$= - \frac{1}{\varepsilon} \int_0^\varepsilon \frac{\nabla u}{\sqrt{1 + |\nabla u|^2}} w ds - \frac{1}{\varepsilon} \int_0^1 \left( \frac{\nabla u}{\sqrt{1 + |\nabla u|^2}} \right) w \, dx \, dy$$

$$= \int_0^\varepsilon \sqrt{1 + (\partial_y \phi_\varepsilon^{u_\varepsilon})^2} \mathbf{n}_T \cdot \mathbf{m}_L \, dy - \int_0^\varepsilon \int_0^1 \left( \frac{\nabla u}{\sqrt{1 + |\nabla u|^2}} \right) \, dx \, dy$$

where $\mathbf{n}_T$ and $\mathbf{m}_L$ are defined in (2.7) and (3.19). Therefore, $I'(0) = 0$ implies

$$- \int_0^\varepsilon \int_0^1 \left( \frac{\nabla u}{\sqrt{1 + |\nabla u|^2}} \right) \, dx \, dy$$

$$+ \int_0^\varepsilon \sqrt{1 + (\partial_y \phi_\varepsilon^{u_\varepsilon})^2} (\mathbf{n}_T \cdot \mathbf{m}_L \cos(\theta_\varepsilon^{u_\varepsilon} + \theta_y^{u_\varepsilon})) \, dy = 0,$$

for all $w$. Therefore, the Euler-Lagrangian equation of the problem (5.5) is given by

$$\text{div} \left( \frac{\nabla u}{\sqrt{1 + |\nabla u|^2}} \right) = 0, \quad \text{in } D^{u_\varepsilon}$$

$$\mathbf{n}_T \cdot \mathbf{m}_L \cos(\theta_\varepsilon^{u_\varepsilon} + \theta_y^{u_\varepsilon}) = 0, \quad \text{on } \mathcal{L}_p^{u_\varepsilon}.$$
Notice the definition of $\theta^u_g$ in (3.21), the equation (5.9) is equivalent to
\[ n^\prime \cdot n^\prime_g = \cos \theta^u_g, \quad \text{on } E^u_g. \]

By equation (2.8), it is easy to see that $u_\varepsilon$ satisfies (5.8) and the above boundary condition.

(2). To finish the proof of the lemma, we need only prove the convexity of the functional $E^{u_\varepsilon}$. Notice that $\sqrt{1 + t^2}$ is strictly convex. Then for any $u_1, u_2 \in V$, $u_1 \neq u_2$, and $0 < t < 1$, let $u^t = t u_1 + (1 - t) u_2$. Then we have
\[
E^{u_\varepsilon}(u^t) = \int_0^\varepsilon \int_0^1 \sqrt{1 + |\nabla u_1 + (1-t)\nabla u_2|^2} dx dy \\
- \int_0^\varepsilon \sqrt{1 + (\partial_y \phi^{u_\varepsilon})^2 \cos(\theta^u_Y + \theta^u_g)(tu_1 + (1-t)u_2)} dy \\
< t E^{u_\varepsilon}(u_1) + (1-t) E^{u_\varepsilon}(u_2).
\]

In the following, we estimate the difference between $u_\varepsilon$ and $u_0$ by utilizing the energy minimizing problem (5.5). Similar technique has been used to verify the Wenzel equation in [6].

We firstly estimate the difference between $v \in V$ and its average:
\[
\bar{v} := \int_0^\varepsilon v(x, y) dy.
\]

This is given by the following lemma.

**Lemma 5.3.** For any $v \in V$, $\bar{v}$ is defined as (5.10), we have
\[
\max_{y \in (0, \varepsilon)} \|v - \bar{v}\|_{L^1(0,1)} \leq \frac{E^{u_\varepsilon}(v)}{1 - \nu} \varepsilon.
\]

where $\nu$ is defined in (5.1).

**Proof.** For each $y \in (0, \varepsilon)$, we have
\[
\int_0^1 |\bar{v}(x) - v(x, y)| dx = \int_0^1 |\int_0^\varepsilon v(x, \hat{y}) - v(x, y) dy| dx \\
\leq \int_0^1 \int_0^\varepsilon \int_0^\varepsilon |\partial_y v(x, \hat{y})| dy \hat{y} dx \\
= \int_0^1 \int_0^\varepsilon |\partial_y v(x, \hat{y})| dy \hat{y} dx \leq \varepsilon \int_0^\varepsilon \int_0^1 \sqrt{1 + |\nabla v|^2} dxdy. \tag{5.11}
\]

Notice that
\[
\left| \int_0^\varepsilon \sqrt{1 + (\partial_y \phi^{u_\varepsilon})^2 \cos(\theta^u_Y + \theta^u_g)} dy \right| \\
\leq \nu \int_0^\varepsilon |\phi^{u_\varepsilon}(y), y)| dy = \nu \int_0^\varepsilon |\int_0^1 \partial_x v(x, y) dy| dx \\
\leq \nu \int_0^\varepsilon \int_0^1 |\partial_x v(x, y)| dx dy < \nu \int_0^1 \int_0^1 \sqrt{1 + |\nabla v|^2} dxdy.
\]
This leads to
\[ \mathcal{E}^{u\varepsilon}(v) > (1 - \nu) \int_0^\varepsilon \int_{\phi^{u\varepsilon}(y)}^1 \sqrt{1 + |\nabla v|^2} \, dx \, dy. \] (5.12)

Combining the estimate (5.11) and (5.12), we finish the proof of the lemma. \(\square\)

The next lemma is a technical result, which estimates the difference between \(\bar{v}(0)\) and \(v\) on the left boundary.

**Lemma 5.4.** For any \(v \in \mathcal{V}\), we have
\[ \int_0^\varepsilon |v(\phi^{u\varepsilon}(y), y) - \bar{v}(0)| \, dy \leq \frac{2}{1 - \nu} \left( (1 + \| h \|_\infty) \varepsilon + \mathcal{E}^{u\varepsilon}(v_{\varepsilon}) - C_\varepsilon \right), \] (5.13)

with \(C_\varepsilon = \inf_v \mathcal{E}^{u\varepsilon}(v) = \mathcal{E}^{u\varepsilon}(u_{\varepsilon})\), and \(\| h \|_\infty = \max_{Y,Z} h(Y,Z)\).

**Proof.** Firstly, we have
\[
\int_0^\varepsilon |v(\phi^{u\varepsilon}(y), y) - \bar{v}(0)| \, dy \leq \int_0^\varepsilon |v(\phi^{u\varepsilon}(y), y) - v(x, y)| \, dy + \int_0^\varepsilon (v(x, y) - \bar{v}(x)) \, dy + \int_0^\varepsilon \bar{v}(x) \, dx - \bar{v}(0) \\
=: I_1 + I_2 + I_3.
\]

We can estimate \(I_1\) term by term. Notice that \(\phi^{u\varepsilon} < 0\), we have
\[
I_1 = \int_0^\varepsilon \int_0^\varepsilon v(\phi^{u\varepsilon}(y), y) - v(x, y) \, dx \, dy \leq \int_0^\varepsilon \int_0^\varepsilon |\partial_x v(\tilde{x}, y)| \, d\tilde{x} \, dx \, dy \\
= \int_0^\varepsilon \int_0^\varepsilon |\partial_x v(\tilde{x}, y)| \, d\tilde{x} \, dy,
\]

\[
I_2 = \int_0^\varepsilon \int_0^\varepsilon v(x, y) - v(x, \tilde{y}) \, d\tilde{y} \, dx \, dy \leq \int_0^\varepsilon \int_0^\varepsilon |\partial_y v(x, \tilde{y})| \, d\tilde{y} \, dx,
\]

and
\[
I_3 = \left| \int_0^\varepsilon \int_0^\varepsilon v(x, y) - v(0, y) \, dy \, dx \right| \leq \int_0^\varepsilon \int_0^\varepsilon |\partial_y v(x, \tilde{y})| \, d\tilde{y} \, dx \\
= \int_0^\varepsilon \int_0^\varepsilon |\partial_y v(x, \tilde{y})| \, d\tilde{y} \, dx.
\]

Then we have
\[ \int_0^\varepsilon |v(\phi^{u\varepsilon}(y), y) - \bar{v}(0)| \, dy \leq 2 \int_0^\varepsilon \int_0^\varepsilon \sqrt{1 + |\nabla v|^2} \, dx \, dy =: I_4. \] (5.14)

We need only estimate the term \(I_4\).

For \(v \in \mathcal{V}\), we define a function by translation
\[ T_\delta v := \begin{cases} 0 & \text{if } x \in [1 - \delta, 1], \\
v(x + \delta) & \text{if } x \in [\phi^{u\varepsilon}(y), 1 - \delta]. \end{cases} \]
We can easily see that $T_\delta v_\varepsilon \in X$. Direct computations give
\[
\mathcal{E}^{u_\varepsilon}(v) - \mathcal{E}^{u_\varepsilon}(T_\delta v) = \int_0^\varepsilon \left( \int_{\phi^{u_\varepsilon}(y)}^{\phi^{u_\varepsilon}(y)} \sqrt{1 + |\nabla v|^2} dy - \int_{1-\delta}^1 \sqrt{1 + |\nabla T\delta v|^2} dx \right) dy \\
- \int_0^\varepsilon \int_0^{\phi^{u_\varepsilon}(y)} \sqrt{1 + (\partial_y \phi^{u_\varepsilon})^2} (v(\phi^{u_\varepsilon}(y), y) - v(\phi^{u_\varepsilon}(y) + \delta, y) \cos(\theta^{u_\varepsilon} - \theta^g) dy \\
\geq \int_0^\varepsilon \int_{\phi^{u_\varepsilon}(y)}^{\phi^{u_\varepsilon}(y)} \sqrt{1 + |\nabla v|^2} dy - \delta - \nu \int_0^\varepsilon \int_{\phi^{u_\varepsilon}(y)}^{\phi^{u_\varepsilon}(y)} |\partial_x v(x, y)| dx dy \\
\geq (1 - \nu) \int_0^\varepsilon \int_{\phi^{u_\varepsilon}(y)}^{\phi^{u_\varepsilon}(y)} \sqrt{1 + |\nabla v|^2} dx - \delta
\]

Setting $\delta = (1 + \|h\|_\infty)\varepsilon$, and using $\mathcal{E}_\varepsilon(T_\delta v_\varepsilon) \geq C_\varepsilon$, the above equation and (5.14) implies (5.13). \qed

We now introduce an energy minimizing problem for the homogenized problem. Define a functional space,
\[
V_1 := \{ v \in W^{1,2}(0,1) : v(1) = 0 \}.
\]

For any $v(x) \in V_1$, we define,
\[
E(v) = \int_0^1 \sqrt{1 + v'^2} dx - v(0) \cos \theta_a, \quad (5.15)
\]

where \( \theta_a = \arccos \left( \int_0^\varepsilon \sqrt{1 + \partial_y \phi^{u_\varepsilon}} \cos(\theta^{u_\varepsilon}_Y + \theta^g)_Y) dx \right) \). The following lemma bounds the energy $E(\bar{u}_\varepsilon)$ by $\mathcal{E}^{u_\varepsilon}(u_\varepsilon)$.

**Lemma 5.5.** Let $\bar{u}_\varepsilon$ be the average of $u_\varepsilon$. We have
\[
E(\bar{u}_\varepsilon) \leq \mathcal{E}^{u_\varepsilon}(u_\varepsilon) + \frac{2\nu}{1 - \nu} (1 + \|h\|_\infty)\varepsilon.
\]

**Proof.** For each $x \in [0, 1]$, it is easy to see that
\[
|\partial_x \bar{u}_\varepsilon(x)| = \left| \int_0^\varepsilon \partial_x u_\varepsilon(x, y) dy \right| \leq \int_0^\varepsilon |\partial_x u_\varepsilon(x, y)| dy =: s_0.
\]

By convexity of $f(s) = \sqrt{1 + s^2}$, we have
\[
\int_0^\varepsilon \sqrt{1 + |\partial_x u_\varepsilon|^2} dy = \int_0^\varepsilon f(|\partial_x u_\varepsilon|) dy \geq \int_0^\varepsilon f(s_0) + f'(s_0)(|\partial_x u_\varepsilon| - s_0) dy = f(s_0) = \sqrt{1 + (\partial_x \bar{u}_\varepsilon)^2}.
\]

This leads to
\[
\int_0^\varepsilon \int_{\phi^{u_\varepsilon}}^1 \sqrt{1 + |\nabla u_\varepsilon|^2} dx dy \geq \int_0^\varepsilon \int_0^1 \sqrt{1 + |\partial_x u_\varepsilon|^2} dx dy \geq \int_0^1 \sqrt{1 + |\partial_x \bar{u}_\varepsilon|^2} dx.
\]

(5.16)

The surface term in $E(\bar{u}_\varepsilon)$ is given by
\[
I_1 = -\bar{u}_\varepsilon(0) \cos \theta_a = -\bar{u}_\varepsilon(0) \int_0^\varepsilon \sqrt{1 + (\partial_y \phi^{u_\varepsilon})^2} \cos(\theta^{u_\varepsilon}_Y + \theta^g)_Y) dy,
\]
and the surface energy term in $E^{u_\varepsilon}(u_\varepsilon)$ is given by
\[
I_2 = -\int_0^\varepsilon \sqrt{1 + (\partial_y \phi^{u_\varepsilon})^2} \cos(\theta^{u_\varepsilon}_x + \theta^{u_\varepsilon}_y) u_\varepsilon(\phi^{u_\varepsilon}(y), y) dy.
\]
We easily see that
\[
|I_1 - I_2| = \left| \int_0^\varepsilon \sqrt{1 + (\partial_y \phi^{u_\varepsilon})^2} \cos(\theta^{u_\varepsilon}_x + \theta^{u_\varepsilon}_y) (u_\varepsilon(\phi^{u_\varepsilon}(y), y) - \bar{u}_\varepsilon(0)) dy \right|
\leq \nu \int_0^\varepsilon |u_\varepsilon(\phi^{u_\varepsilon}(y), y) - \bar{u}_\varepsilon(0)| dy.
\]
By Lemma 5.4, noticing that $C_\varepsilon = E^{u_\varepsilon}(u_\varepsilon)$, we have
\[
|I_1 - I_2| \leq \frac{2\nu}{1 - \nu} (1 + \|h\|_\infty) \varepsilon.
\]
Combining the equation with (5.16), we finish the proof of the lemma. \qed

The next lemma characterize the minimizer of the functional $E(v)$.

**Lemma 5.6.** Let $u_0$ be the homogenized function of $u_\varepsilon$ given by (3.23) and (3.24). Then $u_0$ is the unique minimizer of $E(v)$ in $V_1$, and satisfies
\[
C_\varepsilon - \varepsilon\|h\|_\infty \leq E(u_0) \leq 1,
\]
where $C_\varepsilon = \inf_{v \in V} E^{u_\varepsilon}(v) = E^{u_\varepsilon}(u_\varepsilon)$.

**Proof.** By convexity of $E(v)$, we know that $E(v)$ has a unique minimizer, satisfying the Euler-Lagrange equation
\[
\begin{cases}
\partial_x \left( \frac{\partial v}{\partial_x} \right) = 0, & \text{in } (0, 1), \\
-\frac{\partial v}{\sqrt{1 + |\partial_x v|^2}} = \cos \theta_a, & \text{at } x = 0, \\
v(1) = 0.
\end{cases}
\]
It is easy to see that $u_0 = k(1 - x)$ with $k$ such that $k \frac{1}{\sqrt{1 + k^2}} = \cos \theta_a$ is a solution of the above equation. So it is the unique minimizer of $E(v)$ in $V_1$. Furthermore,
\[
E(u_0) = \sqrt{1 + k^2} - k \cos \theta_a = \frac{1}{\sqrt{1 + k^2}} \leq 1.
\]
In addition, for any $v \in V_1$, define
\[
\tilde{v}(x, y) := \begin{cases}
v(x) & \text{if } (x, y) \in D^{u_\varepsilon}, 0 \leq x \leq 1 \\
v(0) & \text{if } (x, y) \in D^{u_\varepsilon}, x < 0.
\end{cases}
\]
Then $\tilde{v} \in V$, and we have
\[
E^{u_\varepsilon}(\tilde{v}) = \int_0^\varepsilon \int_0^1 \sqrt{1 + (\partial_x \tilde{v})^2} dx dy - \int_0^\varepsilon \sqrt{1 + (\partial_y \phi^{u_\varepsilon})^2} v(0) \cos(\theta^{u_\varepsilon}_x + \theta^{u_\varepsilon}_y) dy
\leq \int_0^1 \sqrt{1 + (\partial_x v)^2} dx + \|\phi^{u_\varepsilon}\|_\infty - v(0) \cos \theta_a
\leq E(v) + \varepsilon\|h\|_\infty.
\]
We then have that $E(u_0) \geq \inf_v E^{u_\varepsilon}(v) - \varepsilon\|h\|_\infty$. \qed
Using these lemmas, we are ready to prove the main theorem.

**Proof of Theorem 5.1.** By Lemma 5.2 and Lemma 5.6, we know that $u_\varepsilon$ is the unique minimizer of $E_\varepsilon$ in $V$, and $u_0$ is the unique minimizer of $E(v)$ in $V_1$.

Notice that
\[
\|u_\varepsilon(\cdot, y) - u_0\|_{L^1(0, 1)} \leq \|u_\varepsilon(\cdot, y) - \bar{u}_\varepsilon\|_{L^1(0, 1)} + \|\bar{u}_\varepsilon - u_0\|_{L^1(0, 1)}
\]
\[
\leq \frac{E_\varepsilon(u_\varepsilon)}{1 - \nu} \varepsilon + \frac{\|h\|_\infty}{1 - \nu} \varepsilon + \max_{x \in (0, 1)} |\bar{u}_\varepsilon - u_0|.
\]
\[
(5.17)
\]

where we use Lemma 5.3 and Lemma 5.6. In the following, we need only prove (5.2), i.e. to estimate $\max_{x \in (0, 1)} |\bar{u}_\varepsilon - u_0| \leq C_2 \varepsilon$, since the equation implies (5.3) by setting $C_1 = C_2 + \frac{1 + \varepsilon\|h\|_\infty}{1 - \nu}$.

By Lemma 5.5 and Lemma 5.6, we have
\[
E(u_0) \leq E(\bar{u}_\varepsilon) \leq E^{u_\varepsilon}(u_\varepsilon) + \frac{2\nu}{1 - \nu} (1 + \|h\|_\infty) \varepsilon
\]
\[
\leq E(u_0) + \frac{2\nu}{1 - \nu} (1 + \|h\|_\infty) \varepsilon + \varepsilon \|h\|_\infty \leq E(u_0) + \frac{1 + \nu}{1 - \nu} (1 + \|h\|_\infty) \varepsilon.
\]

So
\[
0 \leq E(\bar{u}_\varepsilon) - E(u_0) \leq \frac{1 + \nu}{1 - \nu} (1 + \|h\|_\infty) \varepsilon.
\]

Notice $\bar{u}_\varepsilon$ and $u_0$ are both continuous functions in $(0, 1)$. Let $x^* \in (0, 1)$ be the point where $|\bar{u}_\varepsilon(x) - u_0(x)|$ attains its maximum value. Define a piecewise linear function $w(x)$ satisfies
\[
w(0) = \bar{u}_\varepsilon(0), \quad w(1) = \bar{u}_\varepsilon(1), \quad w(x^*) = \bar{u}_\varepsilon(x^*).
\]

Then we easily have
\[
E(u_0) \leq E(w) \leq E(\bar{u}_\varepsilon).
\]

This gives
\[
0 \leq E(w) - E(u_0) \leq \frac{1 + \nu}{1 - \nu} (1 + \|h\|_\infty) \varepsilon,
\]
and leads to $|w(x^*) - u_0(x^*)| \leq C_2 \varepsilon$, with $C_2 = \frac{1 + \nu}{1 - \nu} (1 + \|h\|_\infty) \varepsilon$. This implies (5.2).

\[\square\]

6. **Conclusion.** In this paper, we derive a new formula for the macroscopic contact angle by a two-scale asymptotic homogenization approach. The new formula can be reduced to a modified Wenzel equation for geometrically rough surface and a modified Cassie equation for chemically rough surfaces. Unlike the classical Wenzel and Cassie equations, the modified equations correspond to local minimizers of the energy in the system and can be used to understand the important contact angle hysteresis phenomena. We prove the homogenization result rigorously by a variational method. The difficulty to prove this result is that the solution of the original problem might not be unique. The key idea of our proof is to construct an auxiliary energy minimizing problem for each solution and to estimate the energy directly.
In the end, we would like to discuss how to use the modified Wenzel and Cassie equations (or the formula (3.24)) in practice. In equation (3.24), the position of the contact line is not known a priori, since it is usually difficult to predict which local minimizer a real system will finally arrive at. However, there are some possible ways to use the formula. Firstly, it is possible that the position of the contact line can be experimentally determined [10]. In this case, one can use the equation directly. Secondly, in many cases, people may be only interested in the contact angle hysteresis, e.g., the largest and the smallest apparent contact angles in the system. Then, one may use our formula to obtain the two values by checking for some possible contact lines [24].
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