AN EULERIAN SPACE-TIME FINITE ELEMENT METHOD FOR
DIFFUSION PROBLEMS ON EVOLVING SURFACES

MAXIM A. OLSHANSKII*, ARNOLD REUSKEN', AND XIANMIN XUT#

Abstract. In this paper, we study numerical methods for the solution of partial differential
equations on evolving surfaces. The evolving hypersurface in R¢ defines a d-dimensional space-
time manifold in the space-time continuum R%t1. We derive and analyze a variational formulation
for a class of diffusion problems on the space-time manifold. For this variational formulation new
well-posedness and stability results are derived. The analysis is based on an inf-sup condition and
involves some natural, but non-standard, (anisotropic) function spaces. Based on this formulation a
discrete in time variational formulation is introduced that is very suitable as a starting point for a
discontinuous Galerkin (DG) space-time finite element discretization. This DG space-time method
is explained and results of numerical experiments are presented that illustrate its properties.

1. Introduction. Partial differential equations (PDEs) posed on evolving sur-
faces arise in many applications. In fluid dynamics, the concentration of surface active
agents attached to an interface between two phases of immiscible fluids is governed by
a transport-diffusion equation on the interface [13]. Another example is the diffusion
of trans-membrane receptors in the membrane of a deforming and moving cell, which
is typically modeled by a parabolic PDE posed on an evolving surface [2].

Recently, several approaches for solving PDEs on evolving surfaces numerically
have been introduced. The finite element method of Dziuk and Elliott [6] is based
on the Lagrangian description of a surface evolution and benefits from a special in-
variance property of test functions along material trajectories. If one considers the
Eulerian description of a surface evolution, e.g., based on the level set method [19],
then the surface is usually defined implicitly. In this case, regular surface triangula-
tions and material trajectories of points on the surface are not easily available. Hence,
Eulerian numerical techniques for the discretization of PDEs on surfaces have been
studied in the literature. In [1, 21] numerical approaches were introduced that are
based on extensions of PDEs off a two-dimensional surface to a three-dimensional
neighbourhood of the surface. Then one can apply a standard finite element or (as
was done in [1, 21]) finite difference disretization to treat the extended equation in R3.
The extension, however, leads to degenerate parabolic PDEs and requires the solution
of equations in a higher dimensional domain. For a detailed discussion of this exten-
sion approach we refer to [12, 7, 3]. A related approach was developed in [8], where
advection-diffusion equations are numerically solved on evolving diffuse interfaces.

A different Eulerian technique for the numerical solution of an elliptic PDE posed
on a hypersurface in R was introduced in [17, 15]. The main idea of this method is to
use finite element spaces that are induced by the volume triangulations (tetrahedral
decompositions) of a bulk domain in order to discretize a partial differential equation
on the embedded surface. This method does not use an extension of the surface partial
differential equation. It is instead based on a restriction (trace) of the outer finite
element spaces to the (approximated) surface. This leads to discrete problems for
which the number of degrees of freedom corresponds to the two-dimensional nature
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of the surface problem, similar to the Lagrangian approach. At the same time, the
method is essentially Eulerian as the surface is not tracked by a surface mesh and may
be defined implicitly as the zero level of a level set function. For the discretization
of the PDE on the surface, this zero level then has to be reconstructed. Optimal
discretization error bounds were proved in [17]. The approach was further developed
in [4, 18], where adaptive and streamline diffusion variants of this surface finite element
were introduced and analysed. These papers [17, 15, 4, 18], however, treated elliptic
and parabolic equations on stationary surfaces.

The goal of this paper is to extend the approach from [17] to parabolic equa-
tions on evolving surfaces. An evolving surface defines a three-dimensional space-time
manifold in the space-time continuum R*. The surface finite element method that we
introduce is based on the traces of outer space-time finite element functions on this
manifold. The finite element functions are piecewise polynomials with respect to a
volume mesh, consisting of four-dimensional prisms (4D prism = 3D tetrahedron x
time interval). For this discretization technique, it is natural to start with a variational
formulation of the differential problem on the space-time manifold. To our knowledge
such a formulation has not been studied in the literature, yet. One new result of this
paper is the derivation and analysis of a variational formulation for a class of diffusion
problems on the space-time manifold. For this formulation we prove well-posedness
and stability results. The analysis is based on an inf-sup condition and involves some
natural, but non-standard, anisotropic function spaces. A second important result is
the formulation and analysis of a discrete in time variational formulation that is very
suitable as a starting point for a discontinuous Galerkin space-time finite element
discretization. Further, we present a finite element method, which then results in
discretization (in space and time) of a parabolic equation on an evolving surface.

The discretization approach based on traces of an outer space-time finite element
space studied here is also investigated in the recent report [10]. In [10] there is
no analysis of the corresponding continuous variational formulation, which is the
main topic of this paper. On the other hand, in [10] one finds more information
on implementation aspects and an extensive numerical study of properties (accuracy
and stability) of this method and some of its variants. Further results of numerical
experiments for the example of surfactant transport over two colliding spheres can be
found in [11]. We only very briefly comment on implementation aspects and illustrate
accuracy and stability properties of the discretization method by results of a few
numerical experiments.

In this paper, we do not study discretization error bounds for the presented
Eulerian space-time finite element method. This is a topic of current research, first
results of which are presented in the follow-up report [16].

The remainder of the paper is organized as follows. In Section 2 we review surface
transport-diffusion equations and introduce a space-time weak formulation. Some
required results for surface functional spaces are proved in Section 3. A general space-
time variational formulation and corresponding well-posedness results are presented
in Section 4. A semi-discrete in time method is analyzed in Section 5. A fully discrete
space-time finite element method is considered in Section 6. Section 7 contains results
of some numerical experiments.

2. Diffusion equation on an evolving surface. Consider a surface I'(¢) pas-
sively advected by a velocity field w = w(z,t), i.e. the normal velocity of I'(¢) is given
by w - n, with n the unit normal on I'(¢). We assume that for all ¢ € [0,T], I'(¢) is a
smooth hypersurface that is closed (OT' = ), connected, oriented, and contained in a
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fixed domain 2 C R3. To describe the smoothness assumption concerning I'(t) and its
evolution more precisely, we introduce the Langrangian mapping from the space-time
cylinder Ty x [0, T], with Ty := I'(0), to the space-time manifold

S:= |J r@x{t}, Scr

t€(0,T)

see also [8]. We assume that the velocity field w and Ty are sufficiently smooth such
that for all y € I'y the ODE system

By0) =y, 07 (1) = w(By,1), 1), 1€ [0,T)

has a unique solution z := ®(y,t) € I'(¢) (recall that I'(¢) is transported with the
velocity field w). The corresponding inverse mapping is given by ®~(x,t) := y € T,
x € I'(t). The Lagrangian mapping ® induces a bijection

F:Tyx[0,T] =S8, F(yt):=(P(y,t),t). (2.1)

We assume this bijection to be a C?-diffeomorphism between these manifolds. The
conservation of a scalar quantity u : S — R with a diffusive flux on I'(¢) leads to the
surface PDE (cf. [14]):

i+ (divpw)u — vgAru =0 on I'(t), te (0,T], (2.2)
with initial condition u(x,0) = ug(x) for € T'(0). Here

U= % +w-Vu
denotes the advective material derivative, divr := tr ((I - nnT)V) is the surface di-
vergence and Ar is the Laplace-Beltrami operator, v4 > 0 is the constant diffusion
coefficient. Let H'(S) be the usual Sobolev space on S. The following weak formula-
tion of (2.2) was shown to be well-posed in [6]: Find u € H'(S) such that u(-,0) = ug
and for almost all ¢ € (0, 7]

/ ww +wv divew + vgVru - Vivds =0 for all v(-,t) € H' (L'(t)). (2.3)
T()

Here Vr is the tangential gradient for I'(¢). A similar weak formulation is considered
in [20]. The formulation (2.3) is a natural starting point for the Lagrangian type finite
element methods treated in [6, 20]. It is, however, less suitable for the Eulerian finite
element method that we introduce in this paper. Our discretization method uses the
framework of space-time finite element methods. Therefore, it is natural to consider
a space-time weak formulation of (2.2) as given below. We introduce the space

H={vecL*S) | [Vrvl|r2(s)y < oo}
endowed with the scalar product
(u, U)H = (u, ’U)Lz(g) + (VFU, VI‘U)L2(3), (2.4)

and consider the material derivative as a linear functional on H. The subspace of
all functions v from H such that © defines a bounded linear functional form the trial

3



space W. A precise definition of the space W is given in Section 3.2. We consider
the following weak formulation of (2.2): Find u € W such that

T
(t,v) + / / wv divew + vgVru - Vrvdsdt = 0 for all v € H,
0 JT(t) (2.5)

u(+,0) = uo.

We shall derive certain density properties for the spaces W and H, which we need
for proving the well-posedness of (2.5). Actually, we show well-posedness of a slightly
more general problem, which includes a possibly nonzero source term and, instead
of (divpw)u, a generic zero order term. Our finite element method will be based on
(2.5) rather than (2.3).

3. Preliminaries. In this section, we define the trial space W and prove that
both the test space H and the trial space W are Hilbert spaces, and that smooth
functions are dense in H and W. We also prove that a function from W has a well-
defined trace as an element of L?(I'(t)) for all [0,7]. In the setting of a space-time
manifold, the spaces H and W are natural ones. In the literature, however, we did
not find any analysis of their properties. The necessary results are established with
the help of a homeomorphisms between H, W and the following standard Bochner
spaces H and W:

H := L*(0,T; H(Iy)), W::{ueﬁ\%ef[’}, To:=0(0). (3.1)

In the next subsection, we collect a few properties of the Bochner spaces H and W
that we need in our analysis.

du
at

3.1. Properties of the spaces H and W. The spaces H and W are endowed
with the norms
T % 2 %
Jull g = (/0 IIU(t)IIfm(ro)dt) and ||ullw = <|IUII% +‘ A) :
H/
We start with the following well-known result. R
LEMMA 3.1. The space C5°(Ig x (0,T)) is dense in H.
Proof. The inclusion C§°(I" x (0,7)) C H is trivial. By construction of the
Bochner space, the set of simple functions { Y1 | xp,¢; | ¢; € H(I'y), n€ N} is
dense in H; here {B;} is any set of n mutually disjoint measurable subsets of (0, 7).
For xp,¢; there exists g; € C3°(0,T) and ¢; € C>°(I'y) such that ||xp, ¢; — gi¢ill 5 is
arbitrary small. This completes the proof. O
For w € H we define the weak time derivative through the functional
ow r D¢ L
—, ) i=— w(t)—=dsdt for ¢ € Cy(To x (0,7)). (3.2)
ot o Jry ot

Then %—f € H' iff there is a constant ¢ such that

(o) <ellolly forat o< cyiryx 0.7
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REMARK 3.1. The definition of W in (3.1), based on the weak time derivative

(3.2), is equivalent to the followmg more standard one: w € H is an element of W iff
there exists z € L2(0,T; H=(I'g)) such that

/OT<Z(t) W a-1xm $1) / /ro t)ve'(t) ds dt (3.3)

for all v € HY(Tg), ¢ € C§°(0,T). The definition of W in (3.1) is more convenient
for the analysis that follows.

We recall a few results for the space W,

LEMMA 3.2. The set

C= {th(bz | (biecoo(l“o), TLEN}

i=1

is dense in W. Foru € W the function t — u(t) = u(-,t) is continuous from [0,T)
into L?(Tyg). There is a constant ¢ such that

Jnax, lu(t)l|L2ry) < cllullyy  for all we W. (3.4)

Proof. Proofs are given in standard textbooks, e.g., [22] Proposition 23.23. The
density result is usually proved with C°°(I'g) replaced by H'(Iy) in the definition of
C. The result with C>°(T) follows from the density of C>°(I'g) in H*(Ty). O

3.2. The spaces H and W. We assume that the space-time surface S is suffi-
ciently smooth, cf. Section 2. Due to the identity

T 1
/ F(s,t)ds dt = / F(@)1 + (w - n)2)~ do, (3.5)
o Jre s

the scalar product fOT fr( p VW ds dt induces a norm that is equivalent to the standard

norm on L?(S). Therefore, one can equivalently define the norm on H by

T
ol = [ [ o Tropdsar (36)
o Jrw

The space H is a Hilbert space, and H < L?(S) < H' forms a Gelfand triple (cf.
Lemma 3.5 below).
Recall the Leibniz formula

d

/ v+ vdivpwds = —/ vds, veCHS), (3.7)
T'(t) dt r'(t)

which implies the integration by parts identity:

T
/ / uv + vu + uv divpw ds dt
o Jr(m

= / u(s, T)v(s, T)ds — / u(s,0)v(s,0)ds for all u,v € C*(S).
T(T) r(0)
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Based on (3.8) we define the material derivative for u € H as the functional :

T .
(i, p) = —/ / u¢ +ugpdivrwdsdt  for all ¢ € C3(S). (3.9
o Jrw

Assume that for some v € H the norm

il = sup A
seci(s) 1l

is bounded. In Lemma 3.5 we prove that C}(S) is dense in H and therefore 4 can
be extended to a bounded linear functional on H. In this case, we write @ € H' and
define the space

W={ueH|ueH Y}, with [[ullfy = [ulF + [l

In Section 3.4 we prove that W is a Hilbert space and C*(S) is dense in W. Note
that the space W is larger than the standard Sobolev space H!(S). Spaces similar
to H and W are introduced and analyzed in [20]. A difference between our aproach
and the one used in that paper is that we define H and W directly on the space-
time manifold &, whereas in [20] these are defined using a pull back operator to the
manifold Ty x [0,T]. We use such a pull back operator in the analysis of the spaces
H and W in the next section, but not in their definition.

REMARK 3.2. From the definition of the weak material derivative in (3.9) and
the density result of Lemma 3.5 it follows that for u € C1(S) we have

T
(u,v>:/ / wvdsdt for all v e H.
0o Jre

3.3. Homeomorphism between {I;T, W} and {H, W}. Based on the C?-
diffeomorphism F' in (2.1), for a function u defined on S we define ¥ = w o F on
F() X (O,T)

u(y,t) = u(®(y,t),t) = u(x, t).

Vice versa, for a function @ defined on I'g x (0,7) we define u =uo F~! on S:

u(a, ) = (O (@, 8),1) = Aly, ). (3.10)
By construction we have
ou
iz, t) = —(y,t). 11
il t) = S .1) (3.11)

Now we prove that the mapping u — u defines a linear homeomorphism between "
and H, and also between W and W.

LEMMA 3.3. The linear mapping & — u from (3.10) defines a homeomorphism
between H and H.

Proof. For any fixed t € (0,T), we obtain #u(t) := u(-,t) € HY(Ty) iff u(t) =
u(-,t) € HYI'(t)). Let @(t) € H(Lg) for all t € (0,T). Due to the smoothness
assumptions on F, there are constants c1,cg > 0, independent of @ and ¢, such that

collu()lm(ro) < ()l vy) < @)y forall ¢ e (0,T). (3.12)
6



Hence, u € Hiffue H holds, and the linear mapping u — wu is a homeomorphism
between H and H. O

For the further analysis, we need a surface integral transformation formula. For this
we consider a local parametrization of I'y, denoted by u : R? — I'y, which is at least
C! smooth. Then, ® oy := ®(u(-),t) defines a C! smooth parametrization of I'(t).
For the surface measures d s and ds on I'g and I'(t), respectively, we have the relation

|VF¢<7t)M:E X VF(b(vt)My| d

ds =
|tz X ,uy|

§=:(t)d5, (3.13)

with p, = 8” (1~*(-)), and similarly for p,. Recall that Vrf denotes the I'(t)-surface

ox

gradient of a scalar function f defined on T'(¢) for any fixed ¢. Using this integral
transformation formula, for u € H and ¢ € C3(S) we obtain

T T N
(i, P) = —/ / u¢ +up divpw ds dt = —/ / (ﬂ%—i—ﬂqb divpw )y dsdt (3.14)
o Jre o Jr, Ot

LEMMA 3.4. The linear mapping © — u from (3.10) defines a homeomorphism

between W and W. -

Proof. The proof makes use of the formula (3.14). Take u € H with u € W, and
¢ € C}(S). We use the notation < if the constant that occurs in the inequality is
independent of u and ¢, and ~ if such an inequality holds in two directions. Due to
the C%-smoothness assumption on F' (and thus ®) the function « defined in (3.13) is
C'-smooth on I'y x [0,T]. Define ¢ := ¢y € C¢(Ty x (0,T)). Due to Lemma 3.3 we
have H{p\Hﬁ < |\<;A$||H ~ ||¢||zz- Therefore, we can estimate

(i, d) | = |/ /F —|—u¢d1vrw ’ydsdt|
0

|/ dsdt\+|/ / a6 7dsdt|+|/ / @6 divpw  ds dt
To
S HleHlﬁllg + @l g1l g < lallg el

Hence, u € W and Hu||W ]| holds. With similar arguments one can show that

if u € W, then @ € W and lulls < llullw holds. For this, instead of the surface
transformation formula (3.13) one starts with the formula

| X py
|VF<I>(<I)71('vt)7t)lu$ X VF(I)((I)il('vt)vt)/‘ﬂ

with i, = pz ((® o ) ~*()), and similarly for p,. For 4 € Hand ¢ € C(To x (0,7))

we have
T
<8u > / / u—dsdt / / ud ds dt
To 0 F(t)

Now we note that 5 is C'-smooth on S. To check this, due to the C2-diffeomorphism
property of ® it is sufficient to show that the denominator in (3.15) is uniformly
bounded away from zero on S. For & € I'(¢) and with & = (® o (1)(2) one can rewrite

7

ds =

ds =:7(-,t) ds, (3.15)



the denominator as

Ve (B (Z, 1), ) o (2) X V(D (1), )1y (2)]

= [VeR(a(2), D) X Vr@(u(=), Dy ()] = |- (@0 )(2) ¢ 8%(@ o 1)(2)].
(3.16)

From the fact that ® o p is a C'-smooth parametrization of I'(¢) it follows that the
quantity on the right-hand side of (3.16) is uniformly bounded away from zero. Hence,
the function 7 is C'-smooth and we can use the same arguments as above to derive
llull < llullw. This implies that @ — u is a homeomorphism between W and W. O

3.4. Properties of H and W. The homeomorphism established in Section 3.3
helps us to derive density results for the spaces H and W and a trace property similar
to the one in (3.4).

LEMMA 3.5. H is a Hilbert space. The space C}(S) is dense in H. The spaces
{H,L*(S),H'} form a Gelfand triple.

Proof. Let L : H — H denote the mapping given in (3.10). Since L is a linear
homeomorphism between, the space H is complete and so this is a Hilbert space. For
¢ € C4(To x (0,T)) C H we have, due to the smoothness assumptions on F, that
¢ =LpecC! (S). Furthermore, from ¢(z,t) = gg(q)_l(x,t),t) it follows that ¢ has
compact support. Hence, ¢ € C}(S). From this we get L[C§ (I x (0,T))] C C§(S).
Since C¢(T'y x (0,7)) is dense in H and L is a homeomorphism, this implies that
C}(S) is dense in H. Since C(S) is also dense in L?(S), the space H is dense in
L?(S). Hence, {H, L*(S), H'} is a Gelfand triple. O

For t € [0,7] and u € C*(S) denote by u — u|r() a trace operator: ujpg)(z) =
u(zx,t), z € T'(t). In Section 5 we analyze a discontinuous Galerkin method in time.
For such a method, one needs well defined traces of this type. For a smooth function
u(x,t) defined on the cylinder T’y x [0,7], it is obvious that one can define at any
time ¢ € [0,T), the right limit u, (-, ¢) = 61—12-10 u(-,t +0) on I'y. Similarly a left limit

function u_(-,t) is defined for ¢ € (0,7]. For a sufficiently smooth function v on S,
due to the fact that the domain I'(¢) where the trace has to be defined varies with ¢,
it is less straightforward to construct such left and right limit functions. To this end,
for u € CY(8S) and a given t € [0,7] we define us : I'(t) — R by

us(-,t) == u(F(®7'(-,t),t+0)), 6 suchthat t+4 € (0,7). (3.17)
Note that wus = ujr(+) holds when ¢ = 0. Right and left limits on I'(¢) are defined as

uy(-,t) = lim ug(-,t) fort € [0,7T), u_(,t) = lim wus(-,t) fort e (0,T).
§—+0 §——0
(3.18)

Below we show that for functions from W the trace and one-sided limits are well-
defined and can be considered as elements of L(I'(t)).
The next theorem gives several important properties for our trial space.
THEOREM 3.6. W is a Hilbert space and has the following properties:
(i) C1(S) is dense in W.
(ii) For every t € [0,T] the trace operator u — ujp() can be extended to a bounded
linear operator from W to L?(I'(t)). Moreover, the inequality

OgltaSXT ||U\F(t)||L2(F(t)) < CH’LL”W forall uweW, (319)
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holds with a constant c independent of .
(iii) Take t € [0,T) and let € > 0 be sufficiently small, such that t+¢ <T. For any
u € W the mapping § — us(-,t) defined in (3.17) is continuous from [0, ¢]
into L?(L'(t)). The same assertion is true for t € (0,T] and suitable ¢ < 0.
For uw € W the one-sided limits (3.18) are well-defined.
Proof. Since the mapping L : u — wu given by (3.10) is a linear homeomorphism
between W and W, the space W is complete and so this is a Hilbert space.
(i) Let C be the set as in Lemma 3.2, which is dense in W. One easily checks
L(C) C CL(8S). Since L(C) is dense in W, this implies that C*(S) is dense in W.
(ii) Take u € C*(S) and define urq) = u(-,t) € L*(T'(¢)). Using (3.13),
Lemma 3.2 and Lemma 3.4 we get

w2y < clla@®lzr) < cllully < cllullw,

where the constant ¢ can be assumed to be independent of ¢ due to the smoothness
of v in (3.13). From this, the result in (3.19) follows by a density argument.

(iii) Take a fixed t € [0,T") and sufficiently small ¢ > 0. Take 41,02 € [0,¢]. For
x € T'(t) we use the substitution y := ®~1(x,t) € 'y and the integral transformation
formula as in the proof of Lemma 3.3, resulting in:

s, (-,8) = us, (5 )| L2 reyy = Nu(F(@TH( ), 4 61)) — w(F(@7(, 1), ¢+ 02)) || 20ey)
< clla(, t 4 61) = At + 62) || L2y,

with a constant ¢ independent of t. Hence, the continuity of the mapping § — us(-, )
follows from the continuity result for u in Lemma 3.2. Due to the continuity of the
mappings, the one-sided limits are well-defined. O

COROLLARY 3.7. For all u,v € W, the integration by parts identity holds:

U,V U, U uv divpw ds dt

o+ o+ [ i -

:/ u(s7T)v(s,T)ds—/ u(s,0)v(s,0)ds.
I(T)

(o)

Proof. Follows from the identity (3.8) and Theorem 3.6. O

4. Well-posedness of weak formulation. Using the properties of H and W
derived above, we prove a well-posedness result for the weak space-time formulation
(2.5) of the surface transport-diffusion equation (2.2). The analysis uses the LBB
approach and is along the same lines as presented for a parabolic problem on a fixed
Euclidean domain in [9] (Section 6.1). As usual, we first transform the problem
(2.2) to ensure that the initial condition is homogeneous. To this end, consider the
decomposition of the solution v = @ + u°, where u° : S — R is chosen sufficiently
smooth and such that

d
u®(2,0) = ug(z) on Ty, and — u’ ds = 0.
dt ]_“(t)

One can set, e.g., u® = (ugo®~1)(yo F~1)~1, with 7 from (3.13). Since the solution of
(2.2) has the mass conservation property - fr(t) uds = 0, and fr(o) ulds = fr(o) uds
by the choice of u°, the new unknown function u satisfies (-,0) = 0 on Iy and

/ uds=0 foralltel0T]. (4.1)
()
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For this transformed function the diffusion equation takes the form

U+ (divpw)t — vgAri = f on I'(¢), te€(0,T],

u(-,0)=0 on I'y. (4.2)

The right-hand side is now non-zero: f := —u® — (divpw)u® + vgAru® € H'. Using
(3.20) and the integration by parts over I'(t), one immediately finds (f, ¢) = 0 for ¢ €
C}(0,T). For a more regular source function, f € L%*(S), this implies fF(t) fds =0
for almost all t € [0,T].

In the analysis below, instead of the (transformed) diffusion problem (4.2) we
consider the following slightly more general surface PDE:

t+au—vgAru=f on I'(¥), t€(0,T],

4.3
u=20 on I'g, (43)

with a € L*°(S) and a generic right-hand side f € H’, not necessarily satisfying the
zero integral condition. We use the notation ae = ||| oo (s)-

We define the inner product and symmetric bilinear form

T
(u,v)o = / / wodsdt, a(u,v) =vq(Vru, Vo) + (au,v)o, u,v € H.
o Jre

This bilinear form is continuous on H x H:
a(u,v) < (va + aco)|lullullv]| g (4.4)

Consider the subspace of W of all function vanishing for ¢ = 0:
W:={veW |v(,0)=0 onTy}.

The space W is well-defined, since functions from W have well-defined traces on T'(¢)
for any t € [0,T], see Theorem 3.6. The weak space-time formulation of (4.3) reads:

Given f € H', find u € I;/ such that
(i, v) + a(u,v) = (f,v) forall ve H. (4.5)

In the remainder of this section we prove that this variational problem is well-
posed. Our analysis is based on the continuity and inf-sup conditions, cf. [9]. The
continuity property is straightforward:

| (i, v) + a(u,v)| < (14 vq + aco)||ul|wlv]|g  forall we W, ve H.

The next two lemmas are crucial for proving the well-posedness of (4.5).
LEMMA 4.1. The inf-sup inequality

(,v) + a(u,v)

> cq (4.6)
lullw vl &

inf sup
o
0#ueW 0#veH

holds with some cs > 0.
10



Proof. Take u € W. In (4.5) we take a test function v = u, := e "u € W, with
v :=2(vg + |la — 1 divew|| 1= (s)). We note the identity:

<a’Y7 u> = <’LL, u’Y> - V(Ua u’)’)o' (47)
From (4.7), (3.20), and condition u(0) = 0, we infer

. 1. . 1 1 . 1
(G, uy) = 5( (U, uy) 4 (i, u) ) + §v(u, Uy )o > —§(u,u7 divpw)o + §v(u,u7)0.

This and the choice of v implies (i, u,) + (qu,uy)o > valu,uy)o > vae 77 ||ul|3.
Combining this with (Vru, Vru,)o > e 77| Vru||Z, we get

(i) + aluwy) > vae™ T ul. (48)

This establishes the control of ||u|| g on the right-hand side of the inf-sup inequality.
We also need control of ||@] g to bound the full norm |ju|lw. This is achieved by
using a duality argument between the Hilbert spaces H and H’'.

By Riesz’ representation theorem, there is a unique z € H such that (4,v) =
(z,v)g for all v € H, and ||z||g = |||z holds. Thus we obtain

(i, 2) = (2, 2)m = ||| 7.

Therefore, with the help of (4.4), we get

. C1 1
(@, 2) +a(u, z) = |[2[l3 + alu, 2) > |12[|} — 5||UII§1 = 5ll=llz

1, . c .
St = Sllullly,  with e = (va + ace)?.

This establishes control of ||@|| gz at the expense of the H-norm, which is controlled
in (4.8). Therefore, we make the ansatz v = z + pu, € H for some sufficiently large
parameter x> 1. We have the estimate

lollzr < Nzl + pllus < Nlalls + pllullr < pv/2]ullw. (4.10)

From (4.8), (4.9), and (4.10) we conclude

. 1 . _ (&1
(i, 0) +au,0) = 2 [[all3y + (uvae™" = ) ullh-

Taking p := 5 (c1 + 1)e?”, we get

21/d

. 1 V2
(@, v) + a(u,v) = §IIUII%V > i ullw ol
This completes the proof. O
REMARK 4.1. A closer look at the proof reveals that the stability constant ¢ in

the inf-sup condition (4.6) can be taken as

Va

V2

This stability constant deteriorates if v4 | 0 or 7" — co. We do not consider the
singularly perturbed case of vanishing diffusion. Without assumptions on the sign of

11
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a and the size of the velocity field w (which is part of the material derivative), there
may be (exponentially) growing components in the solution and thus the exponential
decrease of the stability constant as a function of T' can not be avoided. In special
cases, the behavior of the stability constant may be better, e.g. bounded away from
zero uniformly in 7. We comment on this further after Theorem 4.3.

LEMMA 4.2. If (i,v) + a(u,v) =0 for some v € H and all u € V(I)/, then v = 0.
Proof. Take v € H such that (i,v) = —a(u,v) for all u € W. For all u € C}(S) C
W we have by definition

T T
(0, u) = 7/ / v ds dt — / / uv divpw ds dt
0o Jre o Jre
T
= —(q,v) — / / wodivpw ds dt = a(u,v) — (u, v divpw)g.
o Jre

Since the functional u — a(u,v) — (u,vdivpw)g is in H’, we conclude ¥ € H', and
thus v € W holds. From a density argument it follows that

(0,u) = a(u,v) — (u,vdivpw)g for all ue H (4.11)

holds. For all u € V(E/ C H we get
(0,u) = a(u,v) — (w,vdivpw)g = — (@, v) — (u, v divpw)o.

This and (3.20) yield

0= (0,u) + (4,v) + (u,vdivprw)g = / u(s, T)v(s,T)ds forall ue W
(T)

This implies that v(-,7) = 0 on I'(T). We proceed as in the first step of the
proof of Lemma 4.1. We take in (4.11) u = v, = e v, with v := —=2(1 + |la —
£ divpw]| 1 (s)) < 0, and use (4.7) and (3.20). We obtain

0= (0,vy) — a(vy,v) + (vy,vdivpw)g

= 1((i'l,vﬁ + (0y,0)) + 17(%%)0 — a(vy,v) + (vy, vdivpw)g

2 2
1 1 .
< 57(1)71)7)0 + 5(1)7, vdiverw)g — a(vy,v)

< —(v,99)0 = va(Vrvs, Vrv) < =(|[v][§ + val | Vrol3)-

We conclude v = 0. O

As a direct consequence of the preceding two lemmas we obtain the following
well-posedness result.

[e]
THEOREM 4.3. For any f € H', the problem (4.5) has a unique solution u € W.
This solution satisfies the a-priori estimate

lullw < 5 HLfllar-

We consider two special cases in which the inf-sup stability constant ¢s can be shown
to be bounded away from zero uniformly in 7', cf. Remark 4.1.

12



PROPOSITION 4.4. Assume that there is cg > 0 such that
1
o — 3 divrw > ¢y on S (4.12)

. . _ min{vg,co}
holds. Then the inf-sup property (4.6) holds with c¢s = Tatontary

Proof. We follow the arguments as in the proof of Lemma 4.1. Instead of v = u,
we take v = u as a test function. This yields

(i, u) + alu,u) > é|ull?, ¢:=min{vg,co}. (4.13)
We set v = z + pu (z as in the proof of Lemma 4.1). Taking p := % > 1 we get
V2 min{vy, co}
+ a(u,v —|lu > — U v = U V||H-
i)+ i 0) 2 gl = “Fa ol = o ol

This completes the proof. O

As a second special case, we consider the diffusion equation on a moving surface
(4.2). A smooth solution to this problem satisfies the zero average condition (4.1).
Functions u from H satisfying (4.1) obey the Friedrichs inequality

/ |Vrul? ds > cF(t)/ u*ds for all t € [0, 7], (4.14)
I'(t) I'(t)

with cp(t) > 0. The Friedrichs inequality helps us to get additional control on the L?
-norm of w in proving the inf-sup inequality and so to improve the stability constant
¢s. Below we shall make more precise when a solution to (4.5) satisfies a zero average
condition, and how the stability estimate is improved.

We introduce the following subspace of I/(I)/:
Wo:={ueW| u(-,t)ds =0 forall te[0,7]}.
T(¢)
PROPOSITION 4.5. Assume « = divrw, f € H' is such that (f,¢) = 0 for all

¢ € CL0,T). Then the solution u € W of (4.5) belongs to Wy. Additionally assume
that there exists a cg > 0 such that

divprw(z,t) + vgcp(t) > co  for all z € T(t), t €[0,T] (4.15)
holds. Then the inf-sup property (4.6) holds, with cs = —minfvacol o g1y replaced

o 2v2(14vg+ s )?
by the subspace Wy.

Proof. Let u € W be the solution of (4.5). Define U (¢ fF t)ds. Using
Theorem 3.6 (ii) we get

T T
| o< [ ol In©] e < clulfy.
Hence, U € L?(0,T) holds. Take ¢ € C3(0,T), and thus ¢ € C¢(S). Note that

_/OTU( // ug (t) dsdt = //t)u¢dsdt

= (1, (u ¢pdivrw)o < cllullwllolla < cllullwllollzz0,1)-

13



This implies that U € H'(0,T) holds. Using (f,¢) = 0 for arbitrary ¢ € C}(0,7T),
we obtain:

T T
/ U'pdt = / U’ dt = (i, 8) + (u, ddivew)o = (i, ) + a(u, ) = {f, 6) = 0.

0 0

Thus, U is a constant function. From U(0) = fl“o u(+,0) ds = 0 it follows that U(t) = 0
for all ¢ € [0,T] and thus u € Wy holds.

For the proof of the inf-sup property, we follow the arguments as in the proof of
Lemma 4.1. Take u € Wy. Instead of v = u, we take v = u as a test function. Using
the Friedrichs inequality (4.14) and the assumption in (4.15), we get

1 1 1
(i, u) + a(u,u) > i(divlﬂw,uz)o + Vd||Vpu||g > §(dinw + vgep, u)o + §Vd||Vpqu

%

1 1 . R 1.
eollully + SvallVeull§ > éllullfy, &= 5 min{va, co}

Take v := z + pu (z as in the proof of Lemma 4.1). Taking p := % > 1 we get

V2
4

min{vg, co}
2v2(1 + (g + @c)?)

: 1 -
(i, v) + a(u,v) = Slulliy > ==p Hullwllollr = lullw ol

This completes the proof. O

5. Time-discontinuous weak formulation. In this section, we study a time-
discontinuous variant of the weak formulation in (4.5). This new variational formula-
tion is even weaker than (4.5). However, it can be seen as a time-stepping discretiza-
tion method for (4.5) and is better suited for the discontinuous Galerkin discretization
framework.

Consider a partitioning of the time interval: 0 =ty < t; < ... < ty = T, with
a uniform time step At = T/N. The assumption of a uniform time step is made
to simplify the presentation, but is not essential for the results derived below. A
time interval is denoted by I,, := (¢n—1,t,]. The symbol 8™ denotes the space-time
interface corresponding to I, i.e., 8™ := Uy, I'(¢) x {t}, and S := U1<p<nS™. We
introduce the following subspaces of H:

H,={veH|v=0 on S\S"}.

For v € H we use the notation u,, := u|s» € H,. Corresponding to the space H,,, we
define a material weak derivative as in Section 3.2. For u € H,,:

tn )
(4, @), = —/ / u¢ +ugpdivpwdsdt for all ¢ € C§(S™).
" tn_1 JI(t)
If for u € H,, the norm

. <’l'1,,(b>1n
)l = sup
seci(sm) |1l

is bounded, then by a density argument, cf. Lemma 3.5, @ can be extended to a
bounded linear functional on H,,. We define the spaces

Wo={veH,|veH,} vy, = vl +lol,.
14



Finally, we define the broken space
N N
WP = @)L W, with norm [ol3s = D Jollfy, = IlollF + > lloul,
n=1 n=1

Note the embeddings W € W° C H, and furthermore:

(@,v) = (p,v);  for ue€ W,ve€ H,. (5.1)
For v € W,,, we define the one-sided limits u"} = uy(-,t,) and u” = u_(-,t,) based
on (3.18). The limits are well-defined in L?*(T'(¢,)) thanks to Theorem 3.6 (item (iii)).
At ty and ty only ug_ and u" are defined. For v € W?, a jump operator is defined by
[v]" = v} — o™ € L3(['(tn)), n=1,...,N — 1. For n = 0, we define [v]° = 09.

On the cross sections I'(t,), 0 < n < N, of S the L? scalar product is denoted by

(¢, @), = Yo ds

L(tn)

and for the corresponding norm we use the notation || - ||z, . In addition to a(,-), we
define on the broken space W the following bilinear forms:

N N
d(u,v) = 3 du,v), o) = (W0 s (0), = 3 (i, va)

Instead of (4.5), we now consider the following variational problem in the broken
space: Given f € H' C (W), find u € W? such that

(i1, v)y + a(u,v) + d(u,v) = (f,v) for all ve WP (5.2)

This formulation is similar to a repeated application of the formulation (4.5) on a
sequence of time subintervals. The bilinear form d(-,-) transfers information between
neigboring time intervals in the usual DG weak sense. We use W? for the test space,
since the term d(u, v) is not well-defined for an arbitrary v € H. From an algorithmic
point of view this formulation has the advantage that due to the use of the broken
space WP = @)_ W, it can be solved in a time stepping manner. The final discrete
method (Section 6) is obtained by combining the variational formulation (5.2) and a
Galerkin approach in which the space W? is replaced by a finite element subspace.
Before we turn to such a discretization method we first study consistency and stability
of the weak formulation (5.2).

LEMMA 5.1. Let u € W be the solution of (4.5). Then u solves the variational
problem (5.2).

Proof. Let u € W be the solution of (4.5). Take a test function v € W,,. Since

for u € W and for any ¢ € [0, T] the mapping (3.17) is continuous as a mapping from
a sufficiently small interval [—¢,0] or [0,¢] to L?(I'(t)), it follows that [u]® = 0 for all
n=0,...,N — 1. Hence we get d(u,v) = 0. From (4.5) and (5.1) we get

(Un,v); + a(un,v) = (f,v) forall veW".

and thus (@, v), + a(u,v) + d(u,v) = (f,v) holds. O
15



For the stability analysis, we introduce the following norm on W?:

2 b
i, ueWw”

N
1 1 L
el = llullfys + 51w + 5 >l
n=1

Since the trace norms |[u”"!{|zn-1 and |[u” ||;» are bounded by [|u||w,, the norm |Ju]| is
equivalent to the || - ||y» norm, but slightly more convenient for the analysis. Stability
of the time-discontinuous formulation is based on the next lemma.
LEMMA 5.2. Set v := 2(vq + || — 5 divew|| o (s)). The following inf-sup in-
equality holds:
nf sup (4, v), + d(u,v) + a(u, v) S e e T,
0AUEW®  gLpews el flvll ez

where cg 15 independent of T and N .

Proof. We follow the arguments as in the first part of the proof of Lemma 4.1.
Let u = ZnN:1 u, € W? be given. As a test function we use v = u, = e Vu € W?,
and let u, , = e~ "u,, € W,,. From the definition of the weak material derivative we
get

<u%mun>1n = <um“%n>1n = Y(Un, Uy,n)os

and using (3.20) and the choice of ~, this yields

1 . .
(i), = 5 3 (<umu%n>h+<u7,n,un>,n+v(un,um>o)

uMz i Mz

1 n n n n— 1 . ].
=32 ((u_,uptn (™ e ) = 5 (s divew)o + (s us o,

Setting 7 := 2(vq + [l — 3 divrw| 1 (s)), We obtain

N
. 1 _
(1, uy), + (0, uy)o > 3 E ) (e Vtn
n

ug”fn — e Vtn-1 ||u’}r—1||§n_1) + yd(u,uw)o

N
1 B _ _ _
> 23 (et 2, — et R, ) vae ™ full
n=1
(5.3)
We also have (with u® := 0):
N
d(u,uy) = Z([u]n_l’ v+ Jtns Ze_’m H([u)" Jul” Dews
n=1
1 N
252 S (M A R = e, )
n=
T (5.4)
—3 D (e, — et )
n=1
1 1<
e a7+ 5 e I -
n=1
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Combining the results in (5.3), (5.4) with (Vru, Viru,) > e 77| Vrul2 we obtain

<aa U'y>b + d(u, U'y) + a(u, u'y)

N
1 1
> vae ™ |ullfy + Se TN I+ 5 Y e I E,
n=1

N
. _ 1 1 _
> min{va, ™ ([Jullf + 5 w217 + 5 Mz
n=1

Note that ||uq ||z < |Jullg < |Ju] holds.

In remains to control the anzl |t |13, term in [Jull®. From the definition of the
H! norm and the density of C}(S™) in HT; it follows that for any ¢ € (0,1), there
exists ¢, € C}(S™) such that

<unu¢n>1n > (1 - 5)||un||H;LH¢nHH

We can scale ¢, such that ||¢, ||z = [|@ || . Setting z = 22;1 ¢n we find

N N
(i,2), > (L=2) Y _MinllFr,  N21F =D linllz, < lul®
n=1

n=1

Furthermore, d(u,z) = 0 and a(u, z) < c||lu||g||z||z hold. We let v = z + pu, for
sufficiently large p and complete the proof using same arguments as in the proof of
Lemma 4.1. 0O

We conclude that the weak formulations in (4.5) and (5.2) are equivalent in the
sense that the unique solution of the former is the unique solution of the latter. As a
direct consequence of lemmas 5.1 and 5.2 we obtain the following theorem.

THEOREM 5.3. For any f € H', the problem (5.2) has a unique solution u € W
satisfying the a priori estimate

lull < i’ ™l fllar,

with v defined in Lemma 5.2.

In the previous section, we noted that for the diffusion equation, which is a special
special case of the surface equation (4.3), the stability constant can be improved,
cf. Proposition 4.5. An analog holds for the discontinuous time-space problem (5.2).

PROPOSITION 5.4. Assume o = divpw, f € H' is such that (f,¢) = 0 for all
¢ € CL0,T), and there exists a ¢y > 0 such that

divpw(z,t) + vgcp(t) > ¢o  for all xz € T'(t), t € [0,T].
Then the unique solution u € W of the problem (5.2) satisfies the a priori estimate

lull < el flla, (5.5)

with some ¢ independent of T and N.

Proof. Thanks to assumptions and Proposition 4.5 we know that the solution u to
(4.5) is from Wy. Thus, u satisfies zero average condition (4.1) and due to Lemma 5.1
and Theorem 5.3 this is also the unique solution to (5.2). Therefore, we may make
use of the Friedrichs inequality (4.14) and prove the a priori estimate (5.5) following
the lines of the proofs of Lemma 5.2 with v = 0. O
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6. Finite element method. We introduce a conforming finite element method
with respect to the time-discontinuous formulation (5.2). The method extends the
Eulerian finite element approach from [17, 15, 18] and uses traces of volume space-
time finite element functions on S (the practical implementation uses a piecewise
linear approximation of S, as explained below).

To define our finite element space Wj, A C WP, consider the partitioning of the
space-time volume domain @ = Q x (0,7] € R*! into time slabs Q,, = Q x I,,.
Corresponding to each time interval I, := (t,,—1,t,] we assume a given shape regular
simplicial triangulation 7, of the spatial domain 2. The corresponding spatial mesh
size parameter is denoted by h. For convenience we use a uniform time step At =
tn —tn—1. Then Qp = |J 7Tn X I, is a subdivision of ) into space-time prismatic

n=1,...,
nonintersecting elements. We shall call Qp a space-time triangulation of ). Note
that this triangulation is not necessarily fitted to the surface S. We allow 7, to
vary with n (in practice, during time integration one may wish to adapt the space
triangulation depending on the changing local geometric properties of the surface)
and so the elements of Q; may not match at t = ¢,.

For any n € {1,..., N}, let V,, be the finite element space of continuous piecewise
linear functions on 7,. In Section 8, we comment on the case of higher order finite
element spaces. First we define the volume time-space finite element space:

Vioar :={v:Q = R | v(x,t) = ¢o(x) + te1(x) on every Qn, with ¢o, ¢1 € Vi, }.

Thus, Vi A+ is a space of piecewise bilinear functions with respect to Qp, continuous
in space and discontinuous in time. Now we define our surface finite element space as
a space of traces of functions from Vj A+ on S:

What ={w:S =R |w=vs, veEVhat}
The finite element method reads: Given f € H', find up € Wj a¢ such that
<iLh, Uh)z, + a(uh, vp) + d(uh, vp) = <f, ’Uh> for all v, € Wp a¢. (6.1)

As usual in time-DG methods, the initial condition for up(-,0) is treated in a weak
sense and is part of the d(-,-)-term. Since, u, € C1(Q,,) for alln =1,..., N, the first
term in (6.1) can be written as

Nt
(tn, vn), = Z/
n=1

tn—1

/ (% +w - Vuy)vpds dt.

Note that this formulation allows one to solve the space-time problem in a time
marching way, time slab by time slab.

At this moment, we have no proof of an inf-sup stability result for the fully
discrete problem (6.1), similar to the one in Lemma 5.2. A specific technical difficulty
in adopting the proof of Lemma 5.2 to the discrete case is that an exponentially scaled
trial function u., = 7"y, does not belong to the space of test functions anymore. One
way out would be to modify the discrete space of test functions accordingly. Then,
the required stability result easily follows, but this leads to a finite element method
dependent on the parameter . This is not what we use in practice.

Clearly, in the special case of condition (4.12), one can prove the inf-sup inequality
in the discrete case by following the arguments of Lemma 5.2 with v = 0 and using
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the condition (4.12) to control the H-norm of a trial function, cf. Proposition 4.4.
Since for v = 0 the test function is taken the same as the trial function, the inf-sup
inequality becomes the ellipticity result

(Up, un)y, +a(up, un) + d(un, un)

N
. 1 1 _
> min{1, co}(vallullfr + 5 w217 + 5 > Mw* 7, ) for all uy € Whar (6.2)
n=1

The space W), a; has a finite dimension, and hence the ellipticity result (6.2) is suffi-
cient for existence of a unique solution. We summarize this in the form of the following
proposition.

PROPOSITION 6.1. Assume (4.12), then for any f € H' the problem (6.1) has a
unique solution up, € Wi a+ satisfying the a priori estimate

N 2
1 1 _ -1 _
(VdIIuII?{ + 5 l7 + 5 > Nt ?) < vy * max{1, g} flla
n=1

The special case of the diffusion surface problem as described in propositions 4.5
and 5.4 is less straightforward to handle, since in the discrete setting, the method is
not pointwise conservative, i.e. the zero average condition (4.1) can be satisfied only
approximately. Stability analysis of the finite element problem (6.1) in this interesting
case is presented in the recent report [16].

Before presenting numerical results, we comment on a few implementation aspects
of our surface finite element method. More details are found in the recent report [10].

By choosing the test functions vy, in (6.1) per time slab, as in standard space-time
DG methods, one obtains an implicit time stepping algorithm. Two implementation
issues are the approximation of the space-time integrals in the bilinear form (@, vp), +
a(up,vp) and the representation of the the finite element trace functions in Wj, ;.
To approximate the integrals, we first make use of the transformation formula (3.5)
converting space-time integrals to surface integrals over S, and next we approximate
S by a ‘discrete’ surface S*. In our implementation, the approximate surface S" is
the zero level of ¢, € qu A Where ¢, is the nodal interpolant of a level set function
¢(x,t), the zero level of which is the surface S. In the experiments considered in the
next section, for ¢ we use the signed distance function of §. To reduce the “geometric
error”, the interpolation ¢y, € Wh, A can be done in a finite element space with mesh

size h < h, At < At. In the the next section examples, we use h = %h, At = %At
(one regular refinement of the given outer space-time mesh).

For the representation of the finite element functions in W, a:, we consider traces
of the standard nodal basis functions in the volume space Vj a¢. Obviously, only
nodal functions corresponding to elements P € Q such that P NS # 0 should be
taken into account. In general, these trace functions form a frame in Wj a¢. A
finite element surface solution is represented as a linear combination of the elements
from this frame. Linear systems resulting in every time step may have more than
one solution, but every solution yields the same trace function, which is the unique
solution of (6.1). In the numerical experiments below we used a direct solver for
computing the discrete solution. Linear algebra aspects of the surface finite element
method have been addressed in [15] and will be further investigated in future work.
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7. Numerical experiment. In this section, we present results of a few nu-
merical experiments to illustrate properties of the space-time finite element method
introduced in Section 6.

Example 1. First, we consider a shrinking sphere, represented as the zero level
['(t) of the level set function ¢(z,t) = 2% + 2% + 23 — 1.5%¢~*. The initial sphere
has a radius of 1.5 at ¢ = 0. The corresponding velocity field is given by w =
f%e*t/Zn, where n is the unit outward normal on I'(t). Hence divpw = —1. Hence,
the coefficient « is negative and the condition (4.12) is not satisfied. We choose a
solution u(x,t) = (1 + z1xew3)e’ and thus the right-hand side is given by f(x,t) =
(—1.5et + 1—??62t)$1x2x3. The problem is solved by the space-time DG method in the
time interval 0 < ¢ < 1.

The outer domain is chosen as Q = [—2,2]%. The outer spatial triangulation 7T is
a uniform tetrahedral triangulation of  with mesh size h = h, =27% k=1,...,4.
This triangulation is chosen independent of n. The time step is taken as At = Aty =
27¢ ¢ =0,...,4. The outer space-time finite element space Vi,at and the induced
trace space are defined as explained in the previous section. The smooth space-time
manifold & = U;epo,11I'(f) x {t} is approximated as follows. To a given outer space-
time mesh one regular refinement (in space and time) is applied. The approximate,
piecewise affine, surface S* = Utejo,11T (%) is defined as the zero level set of the nodal
interpolant of the level set function ¢(t) on this refined outer mesh. This approximate
space-time manifold is constructed per time step.

For the computation of discretization errors the continuous solution w is extended
by constant values in normal direction. This extension is denoted by w®. The initial
condition wup(fp) is the trace of the nodal interpolant to u®(typ). We compute two
approximate discrete errors as follows.

errre(ey) = U —unllLzry, (tn))s
and
At =
errr2 () = {7||VFh (u® = w2 (r, o)) + Z At|Vr, (u = un)lZ2(r, 1)
i=1

At 1/2
+ 7||Vrh (u® — Uh)||2L2(rh(tN))} :

Figure 7.1 shows the convergence behavior of L?(I'(ty))-error with respect to space
(in the left subfigure) and time (in the right subfigure). We observe that the L? error
is of order O(h?) in space and of O(At#?) in time.

Figure 7.2 shows the convergence behavior of the L?(H!)-error with respect to
space (in the left subfigure) and time (in the right subfigure). From the left subfigure
it can be seen that the L?(H)-error is of order O(h) in space. The results in the
right subfigure indicate that on the meshes used in this experiment the L?(H?')-error
is dominated by the space error. Note that (very) large timesteps, even At = 1,
can be used (even for small i), which indicates that the method has good stability
properties.

To illustrate the convergence behavior of H'-errors with respect to time, we con-
sider an experiment on the shrinking sphere, where the solution is given by u(x,t) = e,
i.e. the function has maximal smoothness w.r.t. the spatial variable. A simple com-
putation yields f = % +w-Vru+ (divpw)u+ Aru = %“; —u = 0. The L?(H")-errors
for this example are shown in Figure 7.3. From the left subfigure, we see that again
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Fig. 7.1. Convergence w.r.t. L?>(T'(ty)) norm in Ezample 1.
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FiG. 7.2. Convergence w.r.t. L>(H') norm in Ezample 1.

the L2(H')-error is of order O(h) in space, just as in the previous case. In the right
subfigure we observe that the error converges in time with order O(At).
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FiG. 7.3. Convergence w.r.t. L2(H') norm for u(x,t) = et.

21



Example 2. In this example, we consider a surface diffusion problem as in (2.2)
on a moving manifold. The initial manifold is given (as in [5]) by I'(0) = {z €
R? | (21 — 23)% + 235 + 23 = 1 }. The velocity field that transports the surface is

w(z,t) = (0.1 cos(t), 0.2z, sin(t), 0.25 cos(t))

The initial concentration wug is chosen as ug(x) = 1 + x1z9x3.

We set At = 0.1 and compute the problem until 7 = 8. The mesh size of the
spatial outer mesh is A = 0.125. An approximate surface S" is constructed in the
same way as in Example 1. In Figure 7.4 we show the (aproximated) manifold and
the discrete solution uy, for different points in time.

InterfaceSol InterfaceSol
1.394942 4 1.394942

[1.2 Eit

1

to.8 |
0.609285 0.609285

InterfaceSol InterfaceSol
1.394942 1.394942

£1.2 £12
1 ' 1
fo.s Fo.8

0.609285 0.609285

InterfaceSol
1.394942

£1.2
1
[0.3

0.609285 0.609285

Fia. 7.4. Example 2: solutions for t = 0,0.4,2,4,6,8.

In this problem the total mass M(t) = fF(t) u(-,t)ds is conserved and equal
to M(0) = |T'(0)] =~ 13.6083. We check how well the discrete analogon My (t) =
th( " up(+,t) ds is conserved. In Figure 7.5(a), for ¢ € [0, T] this quantity is illustrated
for different mesh sizes h and a fixed time step At = 0.1. In Figure 7.5(b), the
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quantity is shown for different time steps At and a fixed mesh size h = 0.125. If we
compute the average discrete mass My, := % Z;”:l My (tj), with tq, ..., ., the discrete
time points (as shown in Fig. 7.5) we obtain for the absolute error |M(0) — Mjy| the
numbers 0.2302, 0.0562, 0.0129, 0.0020 (corresponding to Fig. 7.5(a)) and 0.4973,
0.1126, 0.0208, 0.0052 (corresponding to Fig. 7.5(b)). These results indicate that
the method has a satisfactory discrete mass conservation property with a rate of
convergence that is second order both with respect to h and At.

Finally we note that the errors in the discretization are caused not only by the
space-time finite element discretization but also by the geometric errors caused by the
approximation of S by S”.

—rohe0zs —e—At=16

—<—1n=0.0625 146 At=08
At=04
—A—At=02

b

13, AALD

(a) (b)

Fic. 7.5. Example 2: Discrete mass conservation.

8. Conclusions. In this paper we develop a mathematical framework for a new
Eulerian finite element method for parabolic equations posed on evolving surfaces.
The discretization method uses space-time elements. The space-time finite element
method naturally relies on a space-time weak formulation. Such a formulation is in-
troduced and shown to be well-posed. The analysis uses a smooth diffeomorphism
between the space-time manifold and a reference domain. This theoretical framework
does not allow to treat surfaces that undergo topological changes such as merging or
splitting. The numerical method, however, can be applied in such situations. Sta-
biliy of the discrete method is derived only for a special case. Numerical experiments
demonstrate stable behaviour and optimal convergence results in a more general set-
ting. Extension of the finite element error analysis to more general problems is a
topic of current research. In this paper, we consider only the case of piecewise linear
(in space and time) finite elements. The method, however, is directly applicable with
higher order finite elements. To benefit from the higher order approximation one
needs a sufficiently accurate approximation of the continuous space-time manifold.
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