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Abstract：Principal component analysis and reduced order techniques are widely used in data-intensive systems to mine large datasets and/or reduce dimensionality. For instance, in materials informatics data mining is used to aid new material discovery. In such applications, it is often necessary to efficiently compute dominant singular value decompositions (SVD) of large data matrices without obvious structures such as sparsity. In this talk, we introduce an algorithm using a limited memory block Krylov subspace optimization technique to speed up the classic simultaneous iterations.  Extensive numerical experiments have been conducted to compare the algorithm to state-of-the-art SVD solvers in Matlab. Our results show that the proposed method offers superior performance on a range of large dense matrices.  This subspace optimization technique has the potential to be extended to solving nonlinear eigenvalue problems.
