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Abstract: In this paper we propose an adaptive multilevel correction scheme to solve
optimal control problems discretized with finite element method. Different from the clas-
sical adaptive finite element method (AFEM for short) applied to optimal control which
requires the solution of the optimization problem on new finite element space after each
mesh refinement, with our approach we only need to solve two linear boundary value prob-
lems on current refined mesh and an optimization problem on a very low dimensional space.
The linear boundary value problems can be solved with well-established multigrid method
designed for elliptic equation and the optimization problems are of small scale correspond-
ing to the space built with the coarsest space plus two enriched bases. Our approach can
achieve the similar accuracy with standard AFEM but greatly reduces the computational
cost. Numerical experiments demonstrate the efficiency of our proposed algorithm.
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1. INTRODUCTION

As a typical application of PDE-constrained optimization, optimal control problem (OCP
for short) plays an increasingly important role in modern scientific community. Contributed
to the pioneer work of Lions (see [22]), optimal controls of PDE system became a hot
research topic in the decades and had positive impacts on the development of some related
fields like optimization and numerical analysis. A lot of achievements have been made in
these directions.

Due to the PDE constraints of optimal control problems, discretization methods for PDE
are indispensable to solve this kind of problems together with the optimization algorithm.
For the optimization algorithms to solve PDE-constrained optimization in both finite dimen-
sional space and Banach space we refer to [14] and [I6] for more details. As a mainstream
discretization method in the community of numerical analysis, finite element method be-
came very popular in the numerical solutions of optimal control problems. A priori and a
posteriori error estimates for the finite element approximations to different kind of optimal
control problems are summarized in [I6] and [20], respectively.

Adaptive finite element method, aiming at generating a sequence of optimal triangu-
lations by refining those elements where the errors are relatively large as the local error
estimators indicate, is very efficient to reduce the computational cost while achieving sat-
isfactory accuracy. Adaptive finite element method was firstly proposed in [2] by Babuska
and Rheinboldt and by now became a well-developed algorithm for which the convergence
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and optimal computational complexity have been well established, see [6], [9], [27] and so on.
For the derivation of reliable and efficient a posteriori error estimators of different kind we
refer to [28]. The application of adaptive finite element method to optimal control problems
was contributed to Liu, Yan ([23]) and Becker and coauthors ([3]). Since then, a lot of works
can be found in, e.g., [I3], [T7], [19], [24] and the references therein. For the convergence
analysis of AFEM for optimal control problems we mention the works [10] and [12] which
treated the full control discretization case and the variational control discretization case,
respectively.

Although the adaptive finite element method has promising accuracy applied to optimal
control problems, one has to solve an optimization problem after each mesh refinement,
which may be very costly when the number of Dofs is large. In this paper, we propose an
adaptive multilevel correction method to solve optimal control problems with finite element
method. Different from the classical approach which solves the optimization problem on
the new finite element space after each mesh refinement, with our approach we only need
to solve two linear boundary value problems (BVPs for short) on the refined mesh and an
optimization problem on the coarsest mesh from which we start the adaptive algorithm
enriched with two bases corresponding to the solutions of two linear BVPs. The linear
boundary value problems can be solved efficiently with well-established multigrid method
designed for elliptic equation and the optimization problems are of small scale corresponding
to the coarsest finite element space plus two bases, this greatly reduces the computational
cost but achieves the similar accuracy with the standard AFEM for optimal control problems,
which is proved in this paper.

The adaptive multilevel correction method proposed in this paper is a combination of the
multilevel correction scheme for optimal controls of elliptic equation proposed in [I1] and
the adaptive FEM, which originated from the multilevel correction method proposed in [20],
[21], [30] and [3T] for eigenvalue problems. For the related two-grid method and adaptive
correction method for elliptic equation we refer to [32] and [33]. Here we should also com-
ment on the existing multigrid methods for solving PDE-constrained optimization problems.
Roughly speaking, there are three kind of multigrid methods for PDE-constrained optimiza-
tion: the direct (so-called one-shot) multigrid method where the optimization problem is
implemented within the hierarchy of grid levels, the use of multigrid schemes as inner solvers
within an outer optimization loop and the MG/OPT algorithm where the multigrid method
defines the outer solver ([18]), for an overview we refer the readers to [5]. We remark that
the approach proposed in this paper is totally different from the above mentioned multigrid
methods to solve the OCP. Our method solves the OCP from coarsest mesh to finest mesh
while other methods solve the OCP from finest mesh to coarsest mesh.

The success of our proposed adaptive multilevel correction method for solving OCPs lies
in the fact that the solutions of two linear BVPs on current refined mesh with sources
from solutions on previous mesh give better approximations of the state and adjoint state
(compare step (6) in Algorithm [3.1) measured in L?-norm, due to the Aubin-Nitsche tech-
nique. Then the necessary information from the finer mesh is contained in the solutions
of two BVPs and the multilevel correction algorithm can preserve the same accuracy with
the direct method asymptotically, by solving an optimization problem on the coarsest space
enriched with two bases, we refer to [I1] for a priori error analysis. The ideas were previously
used for two-grid method ([32]) and applied later on to nonlinear problems and eigenvalue
problems. The recent advance by Xie et al. ([2I], [30]) makes it possible to generalize the
two-grid method to multilevel version by introducing the coarsest space.

The structure of this paper is as follows: In section 2 we present the optimal control
problem as well as its finite element approximation. In section 3 we formulate our adaptive
multilevel correction method to solve the OCP, a posteriori error estimates are also derived
for this kind of adaptive method. Convergence results of the algorithm are presented in



Section 4. Section 5 is devoted to some numerical experiments to illustrate the efficiency of
our proposed algorithm.

Let Q C R%, d = 2,3 be a bounded polygonal or polyhedral domain. Let | - [|;s,5,0 and
I - llm. be the usual norms of the Sobolev spaces W™ *(€Q2) and H™ () respectively. Let
| |m,s,0 and | - |m,o be the usual seminorms of the above-mentioned two spaces respectively.

2. FINITE ELEMENT METHOD FOR OPTIMAL CONTROL PROBLEM

In this section we will introduce the general formulation of linear-quadratic optimal con-
trol problems governed by elliptic equations. The theoretical aspects including the existence
and uniqueness of solution and the first order optimality conditions will be presented. More-
over, we will introduce a finite element approximation to the control problems.

Consider the following controlled equation:

{Ly:u in Q,

(2.1) y=0  on 0Q,

where L is a linear second order elliptic operator of the following type

0 dy
Ly=—3%" L (a; 22 + ey.
Yy Z 8.Tj (G‘U 8.131) + cy
i,j=1
Here a;; € Wh>(Q) (i,j = 1,--- ,d) is symmetric, positive definite and 0 < ¢ < co. Thus,

L is self-adjoint and we denote the adjoint operator L* = L. We denote A = (a;;)axq and
A* its adjoint. We use the standard notations

d
Jy v
a(y,v) = /(Z aija—g% +Cy7))dx7 Vyav € H(%(Q)7
Ci j

Q=1
(y,v) = / yodz,  Vy,v € L*(Q).
Q

Note that the bilinear form a(-,-) induces a norm which is denoted by [|v]|4,0 := v/a(v,v).
The linear-quadratic optimal control problem considered in this paper reads:

. 1 o :
(22 min () = 3l —valfa + Slulfe subject to 2.1,
u€Uqq 2 ’ 2 ’

The set of admissible control is of bilateral type:
(2.3) Ugd = {u € L*(Q): a<u(z)<b ae. in Q}

with a < b two constants.

Since the above optimization problem is linear and strictly convex, there exists a unique
solution u € U,q by standard arguments (see [22] Chap.2, Thm.1.2]). Moreover, by in-
troducing the adjoint state p, the optimal solution can be characterized by the following
necessary and sufficient (first order) optimality condition

a(y,v) = (u,v), Vv € Hg(Q),
(2.4) a(w,p) = (y — ya,w), Yw € HE(Q),
(au+ p,v—u) >0, Vv € Ugq.
Hereafter, we call u, y and p the optimal control, state and adjoint state, respectively.

With the set of admissible control (2.3)) we can get the pointwise representation of the
optimal control u through the adjoint state p

(2.5) u=Py,,{— ép},

where Py, is the orthogonal projection operator onto Ugg.
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Let 75, be a regular triangulation of 2 such that Q = U,¢7; 7. Throughout the paper we
denote &, the set of interior faces (edges or sides) of Tj,. On T, we construct the piecewise
linear and continuous finite element space Vj, such that Vi, C C(Q) N H ().

In this paper, we use piecewise linear finite element to approximate the state y, and
variational discretization for the optimal control u (see [I5]). Then we can define the finite
element approximation to the optimal control problem as follows:

. 1 o
(2.6 i (om0 = 5 ln) ~ valR o+ Sl
subject to
(2.7) yn(u) € Vi o alyn(w),vn) = (w,vp), Yup € V.

Similar to the infinite dimensional problem ([2.2)), the above discretized optimization problem
also admits a unique solution uy € U,q. Moreover, the discretized first order necessary and
sufficient optimality condition can be stated as follows:

a(yn,vn) = (un,vn), Yoy, € Vi,
(2.8) a(wn, pn) = Yn — Ya,wn), Ywp € Vy,
(aup +pr,vn —up) 20, Vo, € Uy,

where pp, € V}, is the discrete adjoint state. Similar to the continuous case we have

1
(2.9) un = Pu{ = ~pn}-

We denote S : L2(2) — HE () the control-to-state mapping with S* its adjoint. Then
we can write y = Su and p = S*(y — yq). For the discretized state equation we also define
Sp : L2(£2) — V}, as the discrete solution operator such that y, = Spup, and S; the associated
discrete adjoint solution operator for the adjoint state equation with p, = S} (yn — ya).

For the following purpose, we firstly introduce some notations. For each element T € Ty,
we define the local error indicators 7y 4 (un, yn, T') and np 4 (yn, pr, T') by

(2.10) o n(unsyns T) o= hillun — Lynll5.r + Y. hel[AVys] - nel 6.
Bcé,, ECoT

(2.11) 02 (oo, T) =W llyn —ya — Lpulls e+ Y. hellA"Voa] - nelld g,
Ee€&n, ECOT

where [AVyy] - ng denotes the jump of AVyy, across the common side E of elements T and
T~, ng denotes the outward normal oriented to T~. Then on a subset w C 2, we define
the error estimators 0y, (un, yn,w) and 0, n(Yn, Pr,w) by

1
2

(2.12) My (nsynow) = (D0 0wy, 1))
TeTh, TCw

1

2

(2.13) Mo (s pns) = (D nepn D))
TeTh,TCw

Thus, 0y 5 (un, yn, Q) and 0, p(yn, Pr, Q) constitute the error estimators for the state equation
and the adjoint state equation on € with respect to 7p.

With the above defined error estimators we have the following properties whose proof can
be found in [0} B1].

Lemma 2.1. For the error indicator 1y p (g, vp,w) with g = up,v =y or g =y, v = p there
hold

(2.14) No,h(9, Vh + wWh,w) < Nunl(g, Vh, W) + Non(g, wh,w)  Yop,wp, € Vi,
(2.15) NDo.n(9,00,) < Crllvpllan Yo, € V.
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Now standard a posterior error estimates for elliptic equation give the following upper
bounds (see, e.g., [28]) which show the reliability of the error estimators.

Lemma 2.2. Let S and Sy, be the continuous and discrete solution operators defined above.
Then the following a posteriori error estimates hold

(216) ||Suh - Shuh“?z,(l g élng,h(uhv Shuh, Q),
(2.17) 1S* (yn — ya) — Sy (wn — ya) 2. < Crnzp (yn, Sy (yn — ya), Q).
For f € L?(Q) we define the data oscillation (see [27]) by

1

(218)  ose(f,T) 1= ( X0 oscA(£,T)) ", os*(£.T) = I (f = fr)lr

TET

where fr denotes the average of f on element T. Then we can also derive the following
global a posteriori error lower bounds, i.e., the global efficiency of the error estimators.

Lemma 2.3. Let S and Sy be the continuous and discrete solution operators defined above.
Then the following a posteriori error lower bounds hold

(2.19) C'gn;h(uh, Shup, Q) < ||Sup — Shuh”gﬂ + Cy0sc*(up, — LSpun, Tr),
Con? n(yn Si(yn —¥a), Q) < 115" (yn — wa) — Si(yn —wa)llog
(2.20) +C305 (yn — ya — LS} (yn — ya), Tr).

3. ADAPTIVE MULTILEVEL CORRECTION METHOD FOR OPTIMAL CONTROL PROBLEMS
The adaptive finite element procedure consists of the following loops
SOLVE — ESTIMATE — MARK — REFINE.

The ESTIMATE step is based on the a posteriori error indicators which will be derived in
the following, while the step REFINE can be done by using iterative or recursive bisection
of elements with the minimal refinement condition. In this section, we propose a type of
adaptive multilevel correction method for the optimal control problem — which
corresponds to the SOLVE step of the adaptive procedure. In the loop of adaptive finite
element method, solving the optimization problem on the refined mesh after each REFINE
module is transformed to the solutions of two linear boundary value problems on current
mesh and the solution of one optimization problem on the coarsest finite element space. The
algorithm is described as follows:

Algorithm 3.1. An adaptive multilevel correction method for optimal control problem:

(1) Given a coarse mesh Tp, with mesh size hg and construct the finite element space
Vi -

(2) Refine the mesh Ty, to obtain an initial mesh Ty, by regular refinement and construct
the finite element space Vi,,. Set k = 1 and solve the following optimal control
problem

. 1 «
min J(Yny,un,) = §||yh1 —Yd (2),9 + §||Uh1||c2>,sz

why €Uad, Yny EViny
subject to
a(Ynys Vhy) = (Uhy,Vny )y VOp, € Vi,
(3) Compute the local error indicators np, ((Uny s Yny: Phy), T).
(4) Construct Tp, C Tn, by the marking algorithm.

(5) Refine Tr, to get a new conforming mesh Thiss -
5



(6) Solve two BVPs on Ty, ., for the discrete solutions Yhers € Vi such that
a(y;k+17vhk+l) = (uhk’ vhk+1)7 v’Uhk+1 € th+1
and py,, . € Vi, such that
a(/l)hk+l7p;klk+1) = (yhk — Yd, vhk+1)’ vvhk+1 € th+1'

(7) Construct a new finite element space Vi nyyy = Vo + span{yy,  }+ span{pj, , }
and solve the following optimal control problem:

: J 1 _ 2 o 2
Uhp 41 GUach%E}?ﬁ»l €Vho,hk+1 (yhk+17Uhk+l) 2 ”ythrl deO’Q + 2 ”uhk+l HO,Q
subject to
a’(yhk+1’vh0>hk+1) = (uhk+17vh07hk+1)’ vvho,hk+1 € Vh07hk+1'

(8) Set k=Fk+1 and go to Step (3).

Remark 3.2. A number of remarks are in order. Firstly, step (6) in Algom'thm can
be viewed as one gradient step with initial guess from previous iteration. The solutions
of two BVPs on current refined mesh give better approximations of the state and adjoint
state variables, which contain necessary information of the finer mesh so that the multilevel
correction algorithm can preserve the same accuracy with the direct optimization method
asymptotically, we refer to [I1] for a priori error analysis. Secondly, the stiffness and mass
matrices of the state equation in step (7) of Algom'thm are still sparse except for the last
two rows and columns. Since the matriz is of small size, it can be solved efficiently with
even direct method. Thirdly, in our numerical experiments we use projected gradient method
(I5]) to solve the resulting optimization problem in step (7). The incorporation of semi-
smooth Newton method ([14]) introduces difficulty because the definition of active sets should
be posed on fine mesh which may be costly. Lastly, it seems from the proof of Theorem 3.3
in [II] that the coarset mesh should be appropriately chosen according to the regularization
parameter a. That is to say, if o is small the coarsest mesh size should be chosen also small
to guarantee the convergence of the algorithm.

Remark 3.3. In this remark we intend to explain the computational complexity of Algorithm
5.1l There are several places where the evaluation of integral on fine mesh should be done,
for example, when evaluating the right hand side of the state equation contributed from the
control. Therefore, the total computational complexity can not really reduced to the scale of
the coarsest grid Tp,. The savings of computational time come from the solving of the state
and adjoint state equations during each optimization step, as the dimension of the governing
state equation is greatly reduced.

Now we are in a position to derive a posteriori error estimator for the optimal control
problems solved by adaptive Algorithm To begin with, we define the following quantity
~v(h) = sup inf ||L71f — vpla,0-
FEL2(Q), [ flloo=1nEVh
Note that y(h) — 0 as h — 0.

At first, we establish some relationships between the boundary value approximations and
the optimal control approximations. In the following of this paper, we set H = h; and
h = hyy1. Let Vig := Vi n,, and Vi := Vi 1, ., be the enriched finite element spaces defined
in the step (7) of Algorithm We also denote Sz : L*(Q2) — Vj the solution operator
of the state equation with SJ*EI its adjoint. Let y® = Suy, and p" = S*(yn — ya), then it is
clear that v, and py, are the standard finite element approximations of " and p" in Vi, ie.,
yn = Spup and pp, = 57 (Yn — Ya)-



Theorem 3.4. Let h, H € (0,ho] and (u,y,p) € Uaa x H} () x HL(Q) be the solution of
problem and (Up, Yn, pr) € Uga X Vi, X V3, be the solution sequence produced by Algorithm
3.1l Then the following properties hold

ly = ynllae = l1y" = Swunlla,e + O(v(ho))(Ily = yallao + llp = prllec
(3.1) +ly = ynllag + P = prllag),

lp—prllae = ||Ph = Sh(n — ya)lla,o + O(v(ho))(ly — yallao + lIp — PHlla0
(32) +y = yrlla.o + P = Prllan)

provided hg < 1.
Proof. Note that we have the splitting:

y—yn=y—y" +y" — Spun + Spup — Spug + Swum — yn,
p—pn=p—p"+10" =S (yn — va) + Si(yn — ya) — Si(yu — ya) + Si(yu — ya) — ph-
From the stability of elliptic equation we can derive
(3.3) ly = 3" a0 < Cllu = unllo,0-
Similarly, we have

Ip = 2", < Clly = ynllo,0-

In the following we estimate ||y — ynllo.o. Let ¥ € H}(2) be the solution of the following
auxiliary problem

Lp=y—y in®,
(3.4) { b =0 on 9.

Let v; € V; be the finite element approximation of ¥. Then we can conclude from the
standard Aubin-Nitsche technique that
ly —wnlloe = aly—yn )
= a(y—yha¢_¢ﬁ)+a(y_y}za¢ﬁ)
a(y — Yn 0 — P5) + (U — un, Py, — ¥) + (u— up, )

< C(vho)lly = pallag + lu = wnlloe ) Iy = wullo,
which in turn implies
ly = ynllo.o < Cy(ho)lly = yalla.o + Cllu = uplo,0-
Therefore, we can obtain
(3.5) Ip = 2" [la.0 < Cv(ho)ly = ynlla.2 + Cllw — unllo.0-

From the discrete stability of finite element solutions we have

(3.6) HShuh - ShuHHmQ < CHU — Up,

0.0 + Cllu—umlloq-
Similarly, we have

155y — ya) = Si(ys = ya)lla.o < Clly —ynlloo + Clly —yalloe
(3.7) < Cy(ho)(ly =y lla.o + Iy — ynllae) + Cllu — unllo.q + l[u — unllo.q)-

Note that S,up = y;, and S} (yg — ya) = pj,, thus there hold Syuy —yp € Vi and S} (yy —
ya) — pn € V;. It follows from V; C Vj, that

a(Shumg — Yn, Snum — yYn) = (UE — Un, ShUHE — Yn),

which yields
(3.8) |Shur — ynl

a2 < Cllu—upllo,e + Cllu — unllo,o-
7



Similarly, we can prove

1S5 (e = ya) — prllae < Cy(ho)(ly — Yol + 1y = ynllae)
(3.9) +C([[u —uglloq + [[v —unllo,0)-

Now it remains to estimate ||u — uglloo and ||u — upllo,o. Note that the first order
optimality condition of the control problem in step (7) of Algorithm is the same as
except Vj, being replaced by V;. Setting v = uy, in the third equation of and v, = u in
the third equation of we are led to

(qu+p,up —u) 20, (aup +pp,u—up) = 0.
Adding the above two inequalities together and noticing that py = SZ(SEuh —%4), we obtain

allu—unl§ o < (pr —p,u—up)

(pn — S5 (Spu —ya),uw — up) + (S (Sju — ya) — pyu — up)

= (Sjun — Su, Sj (v —up)) + (S; (Sju — ya) — p,u — up)
< (87 (Spu—ya) —pyu — up).
Note that p = S*(Su — yq), it follows from the e-Young inequality that
(3.10) allu—unlfo < ClS;(Szu—ya) = S™(Su—ya)l§ o-
To estimate the above term we use again the Aubin-Nitsche technique. Let ¢ € H}(Q2) be
the solution of equation 1| with right hand side S;;(S;lu —Yq) —S*(Su—yq4) and ¢; € V;
its finite element approximation. Then we have
155 (Spu = ya) = S*(Su—ya) 5.0 = a(S;(Sju — ya) — S*(Su — ya), ¢)
= a(S;(Spu—ya) — S*(Su—ya), ¢ — ¢5,) + a(S; (Sju — ya) — S™(Su — ya), ¢,)
a5 (S — ya) — 5" (Su— ya), 6 — 63) + (Syu — Su, ).
Note that V3, C V3, it follows from the standard finite element error estimate that
a(S;(Spu —ya) — S™(Su—ya), ¢ — ¢j)

(3.11) < Cy(ho)llS;(Squ—ya) — S*(Su—ya)lo.llS; (Spu — ya) — S*(Su — ya)llas
and

(Sju— Su, ¢;,) = (Sju — Su, ¢j, — @) + (Spu — Su, @)
(3.12) < Cy(ho)[ISju — SullaollS7(S;u = ya) — 5™ (Su = ya)lo,o-
Combining the above estimates we are led to

155 (Sju — ya) — S*(Su — ya)llo.0

(3.13) < Cy(ho) (1155 (Su = ya) — 5™ (Su = ya)
It follows from (3.10]) and (3.13)) that

la,02)-

lu—wunlloe < v(ho)(IS} (Sju — ya) = S™(Su = ya)lla,a + [Szu — Sulle,0)
S v(ho)(llpn = pllae + 1155 (Sju — ya) — S5 (Sjun — ya)lla.o + [1S5u — Sullan)
S v(ho)(llpr = Plla.e + 1Sju = Sjunlla.e + [|1Sju — Sulla,e)
S v(ho)(lpn = pllago + [[Spun — Sulla + [[Sju — Spunllaq)
(3.14) S v(ho)(llpr = pllae + lyn — yllao + llu — unllo,n)-

If ho < 1 then y(ho) < 1 for all h € (0, hg), and we arrive at
(3.15) lu—unlloe < v(ho)(IPn = Plla. + lyn — ylla.0)-
Similarly, we can prove that

(3.16) lu —unllo.o S v(ho)(lp — palla.c + ly — yallag)-
8



Inserting the above estimates mto 1 3) and I we can conclude from the splitting
of y — yp and p — py, the desired results (3.1] This completes the proof. O

To derive a posteriori error estimates for the optimal control problem solved by Algorithm
Bl we define the norm
Ity p)z = aly,y) + alp, p).

For ease of exposition we also define the following quantities:
i (s yn,pn), T) = gy (uny yns T) + 75 1 (o on, T),
os¢®((un, yn,pn), T) = osc?(up — Ly, T) + 0sc*(yn — ya — L*pn, T),

and the straightforward modifications for 03 ((un, yn,pn), Q) and 0sc((wn, Yn, pr), Th)-
Now we state the following a posteriori error estimates for the finite element approxima-
tion of the optimal control problem solved by the adaptive Algorithm

Theorem 3.5. Let h € (0,ho] and (u,y,p) € Usa x HE(Q) x HF(Q) be the solution of
problem and (un,Yn,pn) € Uaqg X Vi x Vi be the sequence produced by Algorithm .
Then the following a posteriori error estimates hold
BNy =y, 2 — pa)llz < Cri ((wn, yn, pr), Q) + O (ho)) Iy =y, p — pr)|I7
provided hg < 1. Moreover, there holds the global lower bound

Conpr ((un, ynpn), ) < Ny = ynop — pu)ll5 + Cs0s¢* ((un, yn, o), Tn)
(3.18) +O(y*(ho))ll(y =y, p — pur) -

Proof. From Lemmasand (13.6), (3.8), (3.15) and (3.16) we have

Iy = SpunllZo < Cimlp(un, Spun, Q)
< 201 1 (un, ym, Q) + 2C1m; , (Un, Spun — yn, Q)
< 20 g (uns yns Q) + 2C1CR [ Shun — wnll o
< 2015 (un, yn, Q) + 201 CR([|Shun — Shunlls o + 1Svus — ynlls o)
< QOlﬁz,h(uh, yn, Q) + 2C*C1CHY (ho)([ly — yallZa+lly —unli o

(3.19) +p—pulia+ ||p—ph||§,sz)-
Similarly, we can derive from . and n that

lIp" — S5 (yn — yd)”a o< Clnp, (Yns Sh(Yn — ya), Q)

< 202 5 (Yo Pns Q) + 20102 1 (yn, Si(yn — Ya) — Phs Q)
< 2012 1(yn oy Q) + 2C1CR[1S5 (v — ya) — pall2 0
< 261, 4 (yns oy ) + 2C1 CR ST (yn — ya) — Si(yrr — ya)ll2 o
+|Sh (v — ya) *Ph”i,@)
< 26’1772,h(yhaph79) +2C%C1C3y* (ho)(|ly —
(3.20) +p = pullsa+ I —palq)-
Combing the above estimates and Theorem yields with

B 40y
1 —4C2%92(ho)(1 4+ 2C1C3)

Lemma 2.2 in [I2] says that there exists a constant C, depending on A, the mesh regularity
constant and coefficient ¢ such that

(3.22) osc(Lv, Tp) < Cy||vllan, osc(L*v, Th) < Cil|v|la,0 Vv € V).
9
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This together with Lemma Theorem (13.6), (3.8), (3.15) and (3.16) implies that
Comy (un, yn, Q) — 4Cs0s¢? (u, — Lyn, Tr)

< QOgni’h(uh, Shup, Q) — 26’30502(uh — LSypup, Tr)
+4(C7 + CR)(Ca + C)lIShun — ynllz o
< 2yt - ShUhHi,Q +4(C2 + 0122)(02 + C3)||Shup — yh||(21,ﬂ
< Aly—-wlia+ 40?2 (ho) (1 + (CE + C3)(Co + C3))(|ly — yal2 o+ lp—pal?a

(3:23)  +ly —wnllzq + o = palZ0)-

We can also derive that

Con? 1 (ns pn, Q) — ACs08¢* (y, — ya — L*pn, Th)

< 202 1 (W, Si(yn — ya), Q) — 2C308¢ (yn — ya — LS5 (Yn — ya), Th)
+4(C2 + CR)(Ca + C3)|I S5 (yn — ya) — pall2 q
< 20p" = Si(yn — wa)ll2 g + 4(C2 + CR)(Ca + C3)[|S5i(yn — ya) — pull2 o
< Allp—palls o +4C%Y (ho) (1 + (CF + CR)(Ca + Ca))(ly — yulli o + I — pulli o

(3:24)  +lly —wnllz.0 + P — pallz.0)-
Combing the above estimates yields with
Cy = - G —,
4+ 4C?92(ho)(1 + (C2 4+ C%)(Ca + C3))
Gy = ] 4Cs o
4+ 40292 (ho)(1 + (CF + CF)(C2 + C3))

O

There are several alternatives for MARK procedure like Max strategy or Dorfler’s strategy
([9]) while we adopt the later one. Note that there are two error indicators ny 4 (un, yn, T)
and 7, n(Yn, pr, T) contributed to the state approximation and adjoint state approxima-
tion, respectively. We combine the two estimators as the error indicator of optimal control
problems. The marking algorithm is described as follows

Algorithm 3.6. Dorfler’s marking strategy for OCPs

(1) Given the parameter 0 < 6 < 1;
(2) Construct a minimal subset Tr, C Ty such that

Z ni((uhayh7ph)7T) 2 enfzt((uhayh7ph)79)~
TeTh

(3) Mark all the elements in Tr,.

4. CONVERGENCE OF ADAPTIVE MULTILEVEL CORRECTION METHOD FOR OPTIMAL
CONTROL PROBLEMS

In this section we intend to prove the convergence of the adaptive multilevel correction
Algorithm For the proof we follow the idea of [I2] and use some results of [6] [7] [§].
Following Theorem [3.4] we will firstly establish certain relationships between the two level
approximations, which will be used in our convergence analysis.

Theorem 4.1. Let h, H € (0,ho] and (u,y,p) € Uaa x HF () x HL(Q) be the solution of
problem . Assume that (un, yn,pn) € Usa X Vi x Vi and (ui,ym,pr) € Usa X Vg x Vi
10



are produced by Algom'thm respectively. Define y? = Suy and p" := S*(yg — ya)-
Then the following properties hold

ly=ynllae = Iy = Swunllae+O0(h))(Ily = yallao + Iy — yrllae
(4.1) +lp = pllaa + 1P = Prllagq),
lp=pullae = lIp" = Si(m — ya)lla.o + O (h0)) (ly = ynlla.o + v — yallas
(4.2) +p = prllag + 1P — prllag);
osc(un, — Lyn, Tn) = osc(lun — LSpum, Tn) + O(y(ho)) (v — ynlla.0 + Ip — pallac
(4.3) +ly = yallag + P —prllan),
osc(yn —ya — L'pn, Tn) = osc(yg —ya — L*S;(ya — ya), Tn) + O(v(ho)) (Ily — ynlla,0
(4.4) +llp = prllag + Iy = yrllao + lp — pallac)
and
My (uns Y, Q) = nyn(um, Spumr, Q) + O(v(ho)) (Ily = ynllae + Iy — yarllag
(4.5) +lp = prllac + Ip — prllac)
Mo (Yhs Phs ) = My, Sy (yar — ya), )+ O(v(ho)) (Ily — ynllae + 1y — yullae
(4.6) +lp = prlla,e + 1P — Prllaq)

provided hg < 1.

Proof. The proof is quite similar to the proof of Theorem 4.1 in [I2] and Theorem we
omit it here. O

Now we are ready to prove the error reduction for the sum of the energy errors and the
scaled error estimators of the state y and the adjoint state p plus some additional terms,
between two consecutive adaptive loops.

Theorem 4.2. Let (u,y,p) € Usq x HL(Q) x HE(Q) be the solution of problem and
(Uhy, s Yhi s Phi) € Uad X Vig hye X Vg he e a sequence of solutions produced by Algorithm .
Then there exist constants v, B0 > 0 and 8 € (0,1) depending only on the shape regularity
of meshes and the parameter 6 used by Algorithm |3.0, such that for any two consecutive
iterates k and k 4+ 1, we have

H(y ~ Yhyy1r P — phk+1)||3 + 7”}2%“ ((uhk+17yhk+17phk+l)7 Q)
< 182 (”(y ~Yhy P — phk)”Z + ’Yn}%k((uhka yhlmphk)v Q))
(4.7) +B57° (P (Y = yhs2 = Pi ), for k=2

”(y — Yhoy P — phz)”i + ’Ynig((uhwthpb)v Q)
(4.8) < (I =y 2 = P )2 + 902, (s Y ) )
provided hg < 1.

Proof. At first we prove the case k > 2. For convenience, we use (upn,Yn,pn)s (WH, Y, PH)

and (uH,1 YyYH_ 1, prl) to denote (uhk+1 ) yhk+1 ) phk+1 )7 (uhk s Yhy phk) and (uhk,1 sYhy_1sPhi_1 )7
respectively. So it suffices to prove that

1ty = yn>p = p1)l7 + 117 ((wns yns ), )
< 8 (I = vir.p = P12 + (s v pir). )

(49) +B§72(h0)”(y_yH_1ap_pH_1)||

holds for v, 8o > 0 and S8 € (0,1).
11



Recall that y := Sug, p? = S*(yu —ya) and Spum, S;(ym —ya) are their finite element
approximations in V},. So we conclude from Theorem 2.6 in [12] that there exist constants

7 and f3 € (0,1) satisfying (see also [7, Theorem 2.4])

(™ = Shum,p™ = Si(ya — ya)llz + 7 (m5 1 (urr, Spu, Q)
+np (e, Sk (yr — ya), )

52 (W™ = Swrurm, p™ = Sii(yn — va)) |12

(4.10) +3(m; g (ur, Spum, Q) + 0 g (e, Si(ye — ya), Q)))

N

We note that the above result is the standard error reduction property of AFEM for elliptic
boundary value problems consisting of the state and adjoint state equations.
i

It follows from l)(l and ( )1' that there exists a constant Cy > 0 such that

1y =y 2 — o)1z + 317 ((uns Yn, o), )
< (T+6)|" = Spum,p™ = Sy — va))ll2
+(1+ 007 (mp  (urr, Spwe, Q) + (Y, Sk (Y — ya), Q)

+Ca(1+ 07 )72 (o) (1w = v p = o)l12 + Iy = . — pr0)I12)

+Ca(1+ 672 (ho)A (I = ynep — )2+ 1w — it 0 — pi0) 12
where the 01-Young inequality is used and d; € (0, 1) satisfies
(4.11) (1406,)3% < 1.
Thus, there exists a positive constant Cs depending on Cy and 4 such that
1y = yn,p = pw)llz + T (un, g or), Q)
< (1+80) (1" = Swum,p™ = Sy — ya)I12
5 (02w, Snn, Q) + 0 (s S5yt — va), )
(4.12) +C561 9% (ho) (||(y — 40 =)+ Iy =y, p - pH)HZ)
We combine the estimates (4.10) and (4.12) to derive

1y = yns 2 = pr) I + 3 (wns yns i), )
< (140081 = Swump™ = Sir(yn = ya)|2

+3 (5 g (umr, Spum, Q) + 07 g (ye, St (e — va), Q)))
(4.13) +C567 17 (ho) (Il(y —yn, 0 = pn)llz + 1y — yu,p — pH)Hi)
Similar to the proof of (3.6)-(3.9) and (3.15) we can derive that

[Stun —yullza + 1S5y —va) = pulia
< ||Swung — Spug_, ||ig + ||Srupg_, — yHIIZQ
1S5 (v — ya) — Sir(ya_, —va)lla o+ 1S5 wa_, —ya) — pulliq
< CPho)ly —yullaa+ly—ya_,2a+ 1l —pualia+p—pa_.llkq)
Using Theorem [3.4] and Lemma [2.1] we arrive at
1™ = Suum,p™ — Sk (y —ya))ll2
+3(m5 g (umr, Spum, Q) + 07 g (v, St (ye — ya), Q)

< W+ —yu,p —pa)lls + (L4 62)7 () g (wr, ye, Q) + 1 g (i pr, )
12



+(1+ 6 )OS run — yul2 0 + 1S5 (v — va) = pal2.0)
+Co(1+ 0572 (ho) (I = wirop — pen)l2 + Wy — w0 — 1112
(14 0)(y =y, — pe) |12+ (1 + 82)mi ((urr, yor, pir), Q)

+Co(1+ 857 (ho) (1w = yrsp — )2+ 1w — w0 — pir_)I12)

N

+CCH(1+ 05 )7 (h0)3 (I — it p = pi)l12 + I — w0 — o)),
where the d2-Young inequality is used with do € (0, 1) satisfying
(4.14) (14 61)(1+ 09 + C705 142 (ho))B% < 1.
Then we have
I(y™ = Serum, ™ — Sty —ya))ll2
+3(m5 g (wr, Spue, Q) + 02 g (ya, St(yr — ya), )
< (1+8) (1 =y p = p)ll2 + % (i v, o), )
(4.15) +C185 23 (ho) (I = i, p = P12 + 1 = w0 = o)),
where C; depends on Cs, C, Cr and 7. It follows from and 1D that
1y = yn>p = p)lla + A7 (wn, yns pr), )
< 1+ (0 +8) (1w = yarp = pi)lI2 + T (i v, o), )

+Cr85 92 (ho) (It = yrrsp = pe) 3 + 1y = a0 pr_l)Ili))

+Cs507 92 (o) (11 = wmop — )2 + Iy = im0 — P2,
and thus
(1= Cs67 2 (ho)ll(y =y p — o)1 + A (s yns o), 2)
< (14601 + 82 + C705 9% (ho)) B2 + C567 "% (ho)) I (y — yu,p — pi) |1
+(1+61)(1+ 02)78° 0% (wr, yu, par), Q)
(4.16) +(1461)32Cr05 7 (o)l (y — ym_, 0 — pE_) |12
This gives

_ Y
1 — C50792(ho)
(14 61)(1 + 69 + C785 42 (ho)) % + Cs07 4% (ho)

1y = yn, 0 — p1) |12 + 02 ((uhs Yn, o), Q)

Iy — yu.p—pu)|2

- 1= G367 '5%(ho)
(14601 +6)75* 4
+ = 9 ) 7Q
1= Cs0, 22 (ho) ne (wi, ym, pu), Q)
14 01)52Cr05 42 (h
(4.17) L LE0)FC0, 2 lh0)y b R

1-— 655;1’72(h0)
Since v(hg) < 1 provided that hy < 1, we can define the constant 3 as
g (L0020 + Crdy 2 (o)) B2 +é55;172<h0>>%

1— C507'92(ho) ’
which satisfies 8 € (0,1) if hg < 1. Then

Y
1 — Cs50, 92 (ho)

(4.18)

1y = yn, 0 — 1) |12 + 02 ((Uns Yy pn), Q) < 62(Il(y —yu,p—pn)2
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N (L+01)(1+6)56°
(14 01)(1 + 62 + C765 " 92(ho)) B2 + Cs07 'v2(ho)
(14 61)3%C78; "2 (ho)
1 — C507"92(ho)

Now we choose

U%{((UH7Z/H7PH)7 Q))

(4.19) + Iy —yu_,,p—pu_,)2

_ g
B 1-— é56f172(h0)7

(4.20) v

it is obvious that

(1+01)(1 + 02)73?
(T14+61)(1 402 + 6'755172(h0))52 + C~’55f1'y2(ho)

<.

We set

(14 6,)B2Cro5 )
1-— 655;172(h0)
this completes the proof of (4.9)). The proof of (4.8) is very similar and we omit it here. [

(4.21) 8o = (

9

Now we are ready to give the final convergence result.

Theorem 4.3. Let (u,y,p) € Usq x HL(Q) x HE(Q) be the solution of problem and
(Uhys Yy s Phi) € Und X Vig by X Vig.he b€ a sequence of solutions produced by Algorithm .
Then there exist constants 0 > 0 and B € (0,1) depending only on the shape regularity of
meshes, B and the parameter 0 used by Algorithm [3.0, such that for any two consecutive
iterates k and k + 1, we have

(4.22) Egkﬂ + 0 (ho)E}, < BUE} +0*V(ho)E},_ ), fork>2,
2 R2 172

(4.23) E,, < B°Ej,

provided that hy < 1, where B2, = [|(y — ynp — pn)lI2 + ¥, ((uny Yy - i), @) Then

the adaptive Algom'thm converges with a linear rate 3, i.e., the k-th iteration solution
(Why» Yhy» Phy) of Algorithm [3.1] has the following property:

(4.24) Ep 4+ 0 (h)E;, | < Co*F—1),
where Co = ||(y — yn,, 0 — pu)IZ + 5, ((Uny s Yny» Py ), Q) and k> 2.
Proof. From Theorem [£.2] we have
(425) B, < BPEL +BER(h)(y — Ynerp —Dh )2 for k32,
(4.26) E;, < PB°E;.
Let B and o satisfy the following properties

3% — 0*y*(ho) = %,

3%0% = B3

It is clear that the solutions can be written as

52 _ ﬁ2 + B+ 45372(/10) 2 _ 253
2 ’ B2+ /B* + 458272 (ho)

Note that 8 < 1, if hg < 1 we can conclude that § < 1. Thus, (4.22) and (4.23) are the
O

direct consequences of (4.25)-(4.26)) with the chosen ¢ and 3. The proof of ( ) is obvious
by simple calculation.
14



We also would like to analyze the complexity of Algorithm Similar to [6] and [§], for
our purpose to analyze the complexity of AFEM for optimal control problems we need to
introduce a function approximation class as follows

A5 = { (v poya) € H(Q) X HY(Q) X LAQ) [y, ya)lesy < +oo s
where v > 0 is some constant and

— 3 S
16221 5l 50 TCThy inf(H(y—ym—w)uai&fmoscz<<uT,yT,pT>,T>>1/2<e(#T #T)"
Here T C 7;, means T is a refinement of 7, , y7 and pr are elements of the finite element
space corresponding to the partition 7. It is seen from the definition that Af/ = Aj; for
all v > 0, thus we use A® throughout the paper with corresponding norm | - |s. So A°
is the class of functions that can be approximated with a given tolerance & by continuous
piecewise linear polynomial functions over a partition 7" with number of degrees of freedom
#T — #Tn, S Vofold/”,

To begin with, we assume the initial mesh size hg is small enough such that

(4.27) YN Y = Y15 = Pric_ )z <N = Yhis 2 = pu) -
With the above assumption we can conclude from Theorem that

H(y ~ Yhpyr P — phk+1)||§ + 7n2k+1 ((Uhk+1’yhk+17phk+1)7 Q)
< (I =y = Pl + 7, (s Y 2,) )

with 62 = 52 + B23v(ho) when hg is small enough. We note that the above error reduction
property of Algorithm is the same as Theorem 4.2 in [12] for standard AFEM. By using
the similar technique we can prove that Algorithm possesses optimal complexity for the
state and adjoint state approximations. The details can be found in [I2].

Theorem 4.4. Let (u,y,p) € Usq x HL(Q) x HE(Q) be the solution of problem (2.4) and
(Whns Yn s Ph) € Uaa X Vi, X Vi, be a sequence of solutions of problem (2.6])- corre-
sponding to a sequence of finite element spaces Vi, with partitions Ty, produced by Algorithm
5.1l Then the n-th iterate solution (yn,,pn,) of Algorithm[3.1] satisfies the optimal bound

(4.28) [|(y = Yn,sp — Pr)Is + 705 (Wny s Un s Pho ) Th) S (F Ty — #Tn) =2,
where the hidden constant depends on the exact solution (u,y,p) and 0, Cy, Cy, Cs and ~.

Remark 4.5. In Theorems[{.3 and[{.4) we have proved the convergence and quasi-optimality
of the adaptive algorithm for the state and adjoint state approximations. We note that
Theorem also implies the convergence of ||u — up, |lo.o in view of the estimate (3.15),
namely, for the k-th iterate solution up, (k> 2) of Algom'thm there holds

(4.29) lu = un, |15 @ S CoB?*0.

Moreover, the control variable can also be included into the complexity analysis of AFEM
for optimal control problems to obtain

(430) ”u — Upy, H(Q),Q S (#77% - #7711)_28'

However, as pointed out in [12], the above results are sub-optimal for the optimal control,
which can also be observed from the numerical results in Section 5. To prove the optimality of
AFEM for control variable it seems that we need to work with AFEM based on L?-norm error
estimators, this becomes more clear if compared with the optimal a priori error estimates,
see, e.g., [15].
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5. NUMERICAL EXAMPLES

In the final section we carry out some numerical experiments to demonstrate the efficiency
of our proposed adaptive multilevel correction algorithm and to validate our theoretical
results.

Example 5.1. We consider an example defined on the L-shaped domain Q = (—1,1)2\([0, 1] x
(—1,0]). We set L = —A with homogeneous Dirichlet boundary condition. We take the exact
solutions as

y(r,9) = (r?cos®(9) — 1)(r?sin?(0) — 1)r* sin(\9),
p(r,9) = (r cos?(1) — 1)(r? sin?(9) — 1)7 sin(\),
_ p
urd) = Pu,(-2)
with A = £, where (r,19) denotes the polar coordinate. We set aw = 0.1, a = —0.3 and b = 0.5.

We assume the additional right hand side f for the state equation.

We refer to [I] for a similar example, here the modifications are made to preserve ho-
mogeneous Dirichlet boundary conditions on the L-shaped domain. For our computations
we set the tolerance of the stopping rule of projected gradient method as 1.0e — 8. We use

Py, (—ph’z%) as the initial guess for the solution of the optimization problem in step (7) of
Algorithm while pj s the solution of the BVP in step (6). We note that only three
iterations are needed for the solutions of the coarse optimization problem.

We give the numerical results for the optimal control approximation by Algorithm
with parameter § = 0.2 and 6 = 0.4, respectively. We note that the adaptive algorithm with
smaller 6 yields more optimal mesh distribution while increases the adaptive loops. In Figure
[[] we plot the profiles of the numerically computed optimal state and control with 6 = 0.2,
while the profile of the adjoint state is similar to the state with a scaling parameter a. We
present in Figure [2| the meshes by Algorithm after 10 and 15 adaptive iterations with
0 = 0.2. We can see that there are more grid points around the reentrant corner where the
singularities located. In Figure [3| we also illustrate the active sets of the continuous solution,
the discrete solutions with variational control discretization and piecewise linear control
discretization. In this example only the lower bound u > —0.3 is active. Figure [J] clearly
shows that the active set crosses element edges and is not restricted to finite element edges
by our variational discretization for control u, and is much closer to that of the continuous
solution compared with full control discretization.

To illustrate the advantage of finite element approximations on adaptive mesh over uni-
form mesh for solving optimal control problems, we show in the left plot of Figure [ the
error history of the optimal control, state and adjoint state with uniform refinement. We
can only observe the reduced orders of convergence which are less than one for the energy
norms of the state and adjoint state, and less than two for the L2-norm of the control. In the
right plot of Figure [l we present the convergence behaviours of the optimal control, state
and adjoint state, as well as the error estimators 1, »(yn, ?) and 7, , (pn, ) for the state and
adjoint state equations with adaptive refinement. In Figure |5l we present the convergence
of the error ||(y — yn,p — )|« and error indicator ny((yn,ph), 2) with 6 = 0.2 and 0 = 0.4,
respectively. It is shown from Figure [5| that the error ||(y — yn,p — pn)|la is proportional
to the a posteriori error estimators, which implies the efficiency of the a posteriori error
estimators given in Section 3. Moreover, we can also observe that the convergence order of
error ||(y — yn,p — pr)|la is approximately parallel to the line with slope —1/2 which is the
optimal convergence rate we can expect by using linear finite elements, this coincides with
our theory in Section 4. For the error ||u — usllo,o we can observe the reduction with slope
—1, which is better than the results presented in Remark and strongly suggests that
the convergence rate for the optimal control is not optimal.
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FIGURE 1. The profiles of the discretized optimal state yy, (left) and optimal
control uy, (right) for Example on adaptively refined mesh.
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FIGURE 2. The meshes after 10 (left) and 15 (right) adaptive iterations for
Example [5.1] generated by Algorithm [3.1] with 8 = 0.2.
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