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Optimization and uncertainty analyses used in conjunction with complex simulation models are important for using models to make predictions based on observations and for finding optimal designs or policies.  Global Optimization and uncertainty analysis typically require a very large number of simulations, often  thousands or tens of thousands.   However, this approach is not feasible for computationally expensive simulation models that arise in many engineering and science applications. 
Our approach to creating more efficient methods for this analysis is to iteratively approximate the objective function or likelihood function f(x) with Radial Basis Functions (RBF).   All of our methods are derivative-free. 
Our methods differ from most other methods in that we use the results of most previous simulations in the optimization search in each iteration  to help build an approximation of the function to be optimized in future optimization iterations.  In iteration m, the RBF then approximates f(x) based upon the m values of  f(xi)   for x1, x2, …,xm  computed in previous  iterations of the optimization search. 


 It is this use of previously evaluated points f (xi) that is responsible for great savings in computational time.  I will review several optimization  methods we have developed including  a local optimization method ORBIT  (that uses trust regions)  (Wild et al., 2007) and a global optimization methods, Stochastic RBF (Regis and Shoemaker, 2007, 2009).   Stochastic RBF has also been modified to run in parallel.  I will give results that compare these algorithms  and show significant computational  improvements over other methods multiple problems, including complex simulations . 
I will also briefly  discuss the use of these derivative-based  methods in our new uncertainty method  SOARS  that combines  an iterative RBF approximation  of the multivariate likelihood function , iterative optimization search,  and Markov Chain Monte Carlo.   Results show that the computation required by SOARS is less than 1/60 of that required by standard Markov Chain Monte Carlo for accurate uncertainty assessment on two very different engineering applications.
This talk is based primarily on work done jointly  with R. Regis and S. Wild in manuscripts and in papers published in INFORMS Jn.  of Computing, European Jn. of Operations Research, Jn. of  Computational  and Graph. Statistics, and  SIAM Scientific Computing as well as the Ph.D. theses of Regis and Wild in Operations Research. The SOARS research has been done with Prof. Ruppert and N. Bliznyuk.
