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Abstract： 
Minimizing the L1 function of x subject to constraints Ax = b tends to 

give sparse solutions, and minimizing the squared L2 function gives 

dense solutions. Surprising or not, minimizing their weighted sum 

with appropriate weights will still give the L1 solution. In other 

words, the squared L2 function "smooths" the L1 function but does 

not change the minimizer. The benefit of adding the squared L2 

function is that the resulting problem has a differentiable Lagrange 

dual problem; hence, a rich set of classical techniques such as 

gradient descent, line search, Barzilai-Borwein steps, quasi-Newton 

methods, and Nesterov's acceleration can be directly applied. 

Moreover, the gradient descent iteration is globally linearly 

convergent, and we give an explicit rate. This is the first global linear 

convergence result among the gradient-based algorithms for sparse 

optimization. We also present an algorithm based on the 

limited-memory BFGS and demonstrate its superior performance 

than several existing L1 solvers. 
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