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Abstract： 

Nonconvex nonsmooth composite optimization problems 

arise extensively in many different areas such as machine 

learning, imaging restoration, and variable selection. We 

propose an inexact proximal stochastic gradient method 

(i-SVRG) for optimizing nonsmooth nonconvex problems, 

whose objective function is a summation of an average of a 

large number of smooth nonconvex functions and a 

nonsmooth function. The main feature of this i-SVRG 

method is that it uses inexact gradients in the outer loop and 

allows inexact solutions of the proximal subproblems in the 

inner loop. A diagonal Barzilai-Borwein stepsize, which can 

capture the second-order information, is adopted to solve the 

proximal subproblem. We prove that i-SVRG converges to 

the neighbourhood of a stationary point sublinearly. In 

addition, we propose a variant of i-SVRG and analyze its 

linear convergence property under the proximal 

Polyak-Lojasiewicz condition. 
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