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Guaranteed Matrix Completion via
Non-convex Factorization
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Abstract:

In many modern applications such as recommendation systems and
sensor localization, it is impossible or too costly to obtain all data,
resulting in a data matrix with most entries missing. A problem of
great interest is then to infer the missing data based on very few
observations, usually under the assumption that the true data matrix
Is low rank, which is widely known as the matrix completion problem.
A popular approach for large-scale matrix completion is the matrix
factorization (MF) formulation. However, due to the non-convexity
caused by the factorization model, little is known about when the
algorithms for the MF formulation will generate a good solution. In
this talk, we present a theoretical guarantee for the factorization
based formulation to correctly recover the underlying low-rank
matrix. In particular, we show that under similar conditions to those
in previous works, many standard optimization algorithms converge
to the global optima of a non-convex factorization based formulation,
and recover the true low-rank matrix. We prove a geometric
property of the problem that is algorithm-independent, thus our
result can cover many standard algorithms such as gradient descent,
SGD and block coordinate gradient descent.
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