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Abstract
We propose an arbitrary-order discontinuous Galerkin method for second-order elliptic prob-
lem on general polygonalmeshwith only one degree of freedomper element. This is achieved
by locally solving a discrete least-squares over a neighboring element patch. Under a geo-
metrical condition on the element patch, we prove an optimal a priori error estimates in the
energy norm and in the L2 norm. The accuracy and the efficiency of the method up to order
six on several polygonal meshes are illustrated by a set of benchmark problems.

Keywords Least-squares reconstruction · Discontinuous Galerkin method · Elliptic problem

Mathematics Subject Classification Primary 65N30 · 49N45; Secondary 74K20

1 Introduction

ThediscontinuousGalerkinmethod (DG) [18,43] is by nowavery standard numericalmethod
to simulate a wide variety of partial differential equations of scientific and engineering inter-
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est. Recently there are quite a few works concerning the discontinuous Galerkin method
on general polytopic (polygonal or polyhedral) meshes [2,12–14,22,30,36,50]. Unlike the
finite element method [45], the full discontinuity across the element interfaces of the trial
and test function spaces of DG method lends itself naturally to the polytopic meshes, which
does provide more flexibility in implementation, in particular for domain with microstruc-
tures or problems with certain physical constraints. Such meshes may ease the triangulation
of complex domains or domains with microstructures. On the other hand, compared to the
classical finite element method, the DG method is computationally expensive over a partic-
ular computational mesh and approximation order, which is due to the rapid increasing of
the local degrees of freedom. Moreover, for certain problems such as fluid solid interaction
problems or a heat diffusion problem that is coupled or is embedded into a compressible
fluid problem, there is no enough information to support a large number of local degrees of
freedom. Though this problem is partially solved by the agglomeration-based physical frame
DG method [7,8] and the hybrid DG method [19], it is desirable to develop a DG method
with less local degrees of freedom while retaining high accuracy.

A common trait is to employ patch reconstruction to achieve high accuracy. To the best
of the authors’ knowledge, such reconstruction idea can be traced back to the endeavors on
developing three node plate bending elements and simple shell elements in the early 1970s;
see, e.g., [29,40–42]. Similar ideas may also be found in WENO [47] and finite volume
method for hyperbolic conservation laws [6].

Thismotivates us to use patches of a piecewise constant function to reconstruct a piecewise
high order polynomial on each element, which is achieved by solving a discrete least-squares
problem over element patch. Such approach has been used in [32] to reconstruct piecewise
effective tensor field from scattered data for the multiscale partial differential equations. This
new space is a sub-space of the commonly used approximation space of DG method, which
may be combined with various DG variational formulations to numerically solve even more
general elliptic problems such as plate bending problem [33], Stokes flow problems [35],
and eigenvalue problems [34], just name a few. As a starting point, we employ the Interior
Penalty discontinuous Galerkin (IPDG) method [3] with this reconstructed approximation
space to solve Poisson problem. Under a mild condition on the geometry of the element
patch, we proved that this reconstructed approximation space admits optimal approximation
order in certain broken Sobolev norms, by which we derived the optimal error estimates in
the DG-energy norm and in the L2 norm for the proposed method.

Our method possesses several attractive features. First, arbitrary order accuracy may be
achieved with increasing the order of the reconstruction, while there is only one degree
of freedom per element, by contrast to the standard DG method, which requires at least
three unknowns on each element. From this aspect of view, the proposed method has a
flavor of finite volume method. Second, the method can be used on any shape of elements,
which may be triangles, quadrilaterals, polygons in two dimension, or tetrahedron, prism,
pyramid, hexahedron in three dimension. In particular, the method may be used on the hybrid
mesh, which is nowadays quite common in simulations because it can handle the complicated
domain or even reduce the total number of unknowns [51]. Third, the reconstruction procedure
of the proposed method is stable with respect to the small perturbation of the data, which is of
practical interesting due to themeasurement error.Moreover, our results for the reconstruction
operator is of independent interest for the discrete least-squares [44] and some other recovery
type method [28].

A closely related approach is a DG method proposed in [31]. The authors introduced a
family of continuous linear finite elements for the Kirhhoff–Love plate model. A continu-
ous linear interpolation of the deflection field is employed to reconstruct a discontinuous
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quadratic deflection field by solving a local least-squares problem over element patch. It is
worth mentioning that one of their reconstruction method is the same with the second order
constrained reconstruction in [32]. Moreover, this method only applies to structured mesh.
Another related method is the cell-centered Galerkin method presented in [23]. The authors
developed an arbitrary-order discretization method of diffusion problems on general poly-
hedral mesh. The cornerstone of this method is the locally reconstructed discrete gradient
operator and a stabilized term, while our method is the locally reconstructed finite element
space. The so-called R-FEM [25] is similar to the proposed method in the sense that it also
constructed via a recovery operator over a piecewise discontinuous approximation space.
The reconstruction is based on certain Clément type averaging operator [17]. The differ-
ence between R-FEM and the present method lies in the fact that the reconstructed space
of R-FEM is conforming or non-conforming, while ours is totally discontinuous across the
element boundaries. Moreover, R-FEM needs an extra stabilized term for the well-posedness
of the variational problem as that in [23]. R-FEM essentially bears certain similarities with
a linear conforming finite element for biharmonic problem and corresponding eigenvalue
problem [15,28], which is based on the remarkable polynomial preserving reconstruction
operator, while R-FEM has not been applied to higher-order elliptic problems so far. Another
closely related method is the Galerkin difference method proposed by Banks and Hagstrom
[5], high order difference schemes are constructed in a Galerkin framework. The underly-
ing basis functions are Lagrange functions associated with continuous piecewise polynomial
approximation on a computational grid, while the basis function in the proposed method is
discontinuous.

The rest of the paper is organized as follows. In Sect. 2, we describe the reconstruction
finite element space and prove its approximation properties and the stability properties of
the reconstruction. In Sect. 3, we present the interior penalty discontinued Galerkin method
for Poisson problem with the reconstructed approximation space and prove a priori error
estimate, and in Sect. 4, numerical results for second order elliptic problems in two dimension
are presented. Finally, in Sect. 5, we summarize the work and draw some conclusions.

Throughout this paper, we shall use standard notations for Sobolev spaces, norms and
seminorms [1]; see, e.g.,

‖u‖H1(D): =
(
‖ u ‖2L2(D)

+ ‖ ∇u ‖2L2(D)

)1/2

for any bounded domain D. We use C as a generic constant independent of the mesh size,
which may change from line to line. We shall focus on two dimensional problem though
most results are valid in three dimension.

2 Approximation Space

Let Ω be a polygonal domain in R
2. The mesh Th is a triangulation of Ω with polygons K ,

which may not be convex. Here h: = maxK∈Th hK with hK the diameter of K . We denote
|K | the area of K . Let Pm(D) be a set of polynomial in two variables with total degree at
most m confined to domain D, where D may be an element K or an agglomeration of the
elements belong to Th . We assume that the mesh Th satisfies the following shape regularity
conditions, which were introduced originally in [11] to study the convergence of mimetic
finite difference. Detailed discussion on such conditions may be found in [20, §1.6].

There exist

1. an integer number N independent of h;
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2. a real positive number σ independent of h;
3. a compatible sub-decomposition T̃h
such that

A1 any element K admits a decomposition T̃h |K that consists of at most N triangles τ .
A2 Any τ ∈ T̃h is shape-regular in the sense of Ciarlet-Raviart [16]: there exists σ such

that hτ /ρτ ≤ σ , where hτ is the diameter of τ and ρτ is the radius of the largest ball
inscribed in τ .

Assumptions A1 and A2 impose quite weak constraints on the triangulation, which may
contain elements with quite general shapes, for example, non-convex or degenerate elements
are allowed.

The above shape regularity assumptions lead to some useful consequences, which will be
extensively used in the later analysis.

M1 For any τ ∈ T̃h , there exists ρ1 ≥ 1 that depends on N and σ such that hK /hτ ≤ ρ1.
M2 [Agmon inequality] For all v ∈ H1(K ), there exists C that depends on N and σ , but

independent of hK such that,

‖ v ‖2L2(∂K )
≤ C

(
h−1
K ‖ v ‖2L2(K )

+ hK ‖ ∇v ‖2L2(K )

)
. (2.1)

M3 [Approximation property] For any positive integer m, there exists C that depends on
N ,m and σ , but independent of hK such that for any v ∈ Hm+1(K ), there exists an
approximation polynomial ṽ ∈ Pm(K ) such that

‖ v − ṽ ‖L2(K ) + hK ‖ ∇(v − ṽ) ‖L2(K ) ≤ Chm+1
K | v |Hm+1(K ) . (2.2)

M4 [Inverse inequality] For any v ∈ Pm(K ), there exists a constant C that depends only on
N ,m, σ and ρ1 such that

‖ ∇v ‖L2(K ) ≤ Ch−1
K ‖ v ‖L2(K ). (2.3)

We have not list all the mesh conditions in [11] and [20, §1.6], while the above two
Assumptions A1 and A2 suffice for our purpose. M1 may be proved as follows. Since the
sub-triangulation T̃h is shape-regular and the number of triangles in Th |K is bounded by N ,
there holds

min
τ∈T̃h |K

hτ ≥ σ−N max
τ∈T̃h

hτ . (2.4)

Without loss of generality, we assume that hτ ′ = minτ∈T̃h |K hτ and hτ ′′ = maxτ∈T̃h
hτ . Note

that the sub-triangulation T̃h is shape-regular, there exists n ∈ N such that for i = 1, . . . , n,

τ0 = τ ′, τn = τ ′′, τ i ∩ τ i−1 = ei

with ei the common edge of τi and τi−1. This implies that for any i = 1, . . . , n, there holds

hτi ≤ σρτi ≤ σ |ei | ≤ σhτi−1 .

Therefore, we obtain

hτ ′′

hτ ′
=

n∏
i=1

hτi

hτi−1

≤ σ n ≤ σ N .

This gives (2.4).
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Note that

hK ≤
∑

τ∈T̃h |K
hτ ≤ N max

τ∈T̃h

hτ = Nhτ ′′ .

Therefore,M1 follows with ρ1 = Nσ N .
The Agmon inequalityM2 and the Approximation propertyM3 have been proved in [20,

§1.6.3].
The inverse inequalityM4 may be proved as follows. For any v ∈ Pm(K ), the restriction

v|τ ∈ Pm(τ ), using the following standard inverse inequality on triangle τ [16], we have

‖ ∇v ‖L2(τ ) ≤ Cinvh
−1
τ ‖ v ‖L2(τ ).

where Cinv depends on σ and m while is independent of hτ . Summing up all τ ∈ T̃h |K , and
using M1, we obtain

‖ ∇v ‖2L2(K )
=

∑

τ⊂T̃h |K
‖ ∇v ‖2L2(τ )

≤ C2
invρ

2
1h

−2
K

∑

τ⊂T̃h |K
‖ v ‖2L2(τ )

= C2
invρ

2
1h

−2
K ‖ v ‖2L2(K )

.

This gives (2.3) with C = Cinvρ1.
A combination of (2.1) and (2.3) yields the inverse trace inequality: For any v ∈ Pr (K ),

‖ v ‖L2(∂K ) ≤ C (1 + Cinvρ1) h
−1/2
K ‖ v ‖L2(K ). (2.5)

Remark 1 The above four inequalities (2.1), (2.2), (2.3) and (2.5) are the foundation to derive
the error estimate for the IPDGmethod [3,4], which are also valid over the polygonal meshes
satisfying some other shape-regular conditions; see, e.g., [22, §1.4] and [38].

2.1 Reconstruction Operator

Given the triangulation Th , we define the reconstruction operator in a piecewise manner as
follows. For each element K ∈ Th ,wefirstly assign a sampling node xK ∈ K that is preferably
in the interior of K , and construct an element patch S(K ). There are many different ways
to find the sampling nodes and construct the element patch. For example, we may let the
barycenter of the element K to be the sampling node, while it can be more flexible due to
the stability property of the least-squares reconstruction; cf. Lemma 2.

The element patch S(K ) usually contains K and some elements around K , which may be
built up in the following two ways. The first way is that we initialize S(K ) as K , and add all
the Moore neighbors [46] (elements with nonempty intersection with the closure of K ) into
S(K ) recursively until sufficiently large number of elements are collected into S(K ). This
procedure may be recursively defined as follows. For any t ∈ N, we define

S0(K ): = K , St (K ): = { K ∈ Th | K ∩ St−1(K ) 
= ∅}. (2.6)

A plot of the element patch by this way may be found in Fig. 1. Such kind of construction
has been used in [32] to reconstruct effective tensor field from scattered data.

An alternative way is to use the Von Neumann neighbor [46] (adjacent edge-neighboring
elements) instead of the Moore neighbor. Firstly, a threshold value c0 is assigned to control
the size of the patch, which is determined by the cardinality of the local degrees of freedom
of the reconstructed polynomial. Secondly, we initialize S(K ) as element K itself. Thirdly,
all the Von Neumann neighbors of current geometry S(K ) are the candidates, we calculate
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Fig. 1 Patch with Moore
neighbors. Left: S1(K ); Right:
S2(K ))

Fig. 2 Patch with Von Neumann neighbors, the threshold c0 = 6

the distances between the sampling nodes of all these candidates and the sampling node
inside K , and we include the element with the nearest distance into the patch S(K ). Last,
the recursive process is terminated until the number of the elements attains the threshold c0.
Such construction is shown in the Fig. 2. Note that we do not make any assumption on the
threshold c0 right now, which will be prescribed in practice; see Sect. 4.

We denote by I(K ) the set of the sampling nodes belonging to S(K ) with #I(K ) its
cardinality, and let #S(K ) be the number of elements belonging to S(K ). In what follows we
choose the barycenter of each element as the sampling point. Hence, #I(K ) = #S(K ). An
example for S(K ) and I(K ) is shown in Fig. 3. An upper bound for #I(K ) may be found in
Lemma 6. In view of the construction, the element patch with the Von Neumann neighbors
has much smaller #S(K ) than that with theMoore neighboring. Therefore, we use the second
approach in all our numerical examples in Sect. 4. Moreover, we define dK : = diam S(K )

and d = maxK∈Th dK .
We assume that S(K ) satisfies the following geometrical assumption.

Assumption A For every K ∈ Th , there exist constants R and r that are independent of K
such that Br ⊂ S(K ) ⊂ BR with R ≥ 2r , and S(K ) is star-shaped with respect to Br , where
Bρ is a disk with radius ρ.

As a direct consequence of the above assumption, we have the following characterization
of S(K ).
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Fig. 3 The element patches S(K ) in the interior of the domain (left), along the boundary of the domain (middle)
and at the corner of the domain (right), together with randomly perturbed sampling points for Example 3 in
Sect. 4. Here the element K is marked in black and the sampling nodes in I(K ) are the barycenters of the
elements, which are marked in dots, and the perturbed sampling nodes in Ĩ(K ) are marked as small circles

Lemma 1 IfAssumption A is valid, then S(K ) satisfies an interior cone condition, and there
exists a uniform bound γ for the chunkiness parameter of S(K ).

Proof By [39, Proposition 2.1], if Assumption A holds true, then the element patch S(K )

satisfies an interior cone condition with radius r and angel θ = 2 arcsin
r

2R
.

By definition [9, Definition 4.2.16], the chunkiness parameter γK is defined as the ratio
between the diameter of S(K ) and the radius of the largest ball to which S(K ) is star-shaped.
This leads to the following bound

γK : = dK
r

≤ 2R

r
.

Let γ : = 2R/r , we obtain a uniform bound on the chunkiness parameter for all K ∈ Th . �
Let Uh be the piecewise constant space associated with Th , i.e.,

Uh : = { v ∈ L2(Ω) | v|K ∈ P0(K )}.
For any v ∈ Uh and for any K ∈ Th , we reconstruct a high order polynomialRK v of degree
m by solving the following discrete least-squares.

RK v = argminp∈Pm (S(K ))

∑
x∈I(K )

|v(x) − p(x)|2 . (2.7)

A global reconstruction operator R is defined by R|K = RK . Given R, we embed Uh into
a discontinuous finite element space with piecewise polynomials of degree m, and denote
Vh = RUh .

In what follows, we make the following assumption on the sampling node set I(K ).

Assumption B For any K ∈ Th and p ∈ Pm(S(K )),

p|I(K ) = 0 implies p|S(K ) ≡ 0. (2.8)

This assumption implies the uniqueness, and equally the existence of the discrete least-
squares (2.7). Assumption B requires that #I(K ) cannot be too small, which is at least
(m + 2)(m + 1)/2 to guarantee the unisolvence of the discrete least-squares. A quantitative
version of this assumption is

Λ(m, I(K )) < ∞
with

Λ(m, I(K )): = max
p∈Pm (S(K ))

‖ p ‖L∞(S(K ))

‖ p|I(K ) ‖
∞
. (2.9)
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The reconstruction procedure is robust with respect to the small perturbation of the sam-
pling nodes due to the following stability result. In particular, Λ(m, I(K )) remains bounded
with respect to small perturbation. This problem is of practical interest because both the sam-
pled values and the positions of the sampling nodes are affected by the measurable errors.

Lemma 2 Let S(K ) be the element patch defined above and g ∈ C1(S(K )). If we assume
that

1. There exists α > 0 such that

‖ g ‖L∞(S(K )) ≤ α‖ g|I(K ) ‖
∞ . (2.10)

2. S(K ) admits a Markov-type inequality in the sense that there exists β > 0 such that

‖ ∇g ‖L∞(S(K )) ≤ β‖ g ‖L∞(S(K )). (2.11)

Then for any δ ∈ (0, 1), there exists ε = δ/(αβ) such that for any sampling node set Ĩ(K )

that is a perturbation of I(K ) in the sense that Ĩ(K ) ⊂ I(K ) + B(0, ε) with B centers at 0
with radius ε, the following stability estimate is valid:

‖ g ‖L∞(S(K )) ≤ α

1 − δ
‖ g|Ĩ(K ) ‖
∞ . (2.12)

This stability estimate for the reconstruction procedure depends on the assumptions (2.10)
and (2.11). The validity of these two assumptions hinges on certain geometrical condition on
the element patch. For example, if the element patch S(K ) is convex, then by [32, Lemma
3.5], the first assumption (2.10) is valid with α = 2, and the second assumption (2.11) is valid
for g ∈ Pm(S(K )) with β = 4m2/w(K ) due to theMarkov inequality ofWilhelmsen [49]
for the convex domain S(K ), where w(K ) is the width of S(K ). A more general condition
for the validity of these two assumptions may be found in Remark 3.

Proof Let x∗ ∈ I(K ) satisfy |g(x∗)| = ‖ g|I(K ) ‖
∞ . There exists x̃ ∈ Ĩ(K ) such that
|̃x − x∗| ≤ ε. By Taylor’s expansion,

∣∣g(x∗)
∣∣ ≤ |g(̃x)| + ε max

x∈S(K )
|∇g(x)|

≤ ‖ g|Ĩ(K ) ‖
∞ + εβ‖ g ‖L∞(S(K )),

where we have used the Markov’s inequality (2.11). Combining the above inequality
and (2.10), we obtain

‖ g ‖L∞(S(K )) ≤ α‖ g|I(K ) ‖
∞ = α
∣∣g(x∗)

∣∣
≤ α‖ g|Ĩ(K ) ‖
∞ + εαβ‖ g ‖L∞(S(K ))

= α‖ g|Ĩ(K ) ‖
∞ + δ‖ g ‖L∞(S(K )),

which immediately implies the stability estimate (2.12). �
The following properties of the reconstruction operator RK is proved in [32, Theorem

3.3], which is of vital importance to our error estimate.

Lemma 3 IfAssumptionB holds, then there exists a unique solution of (2.7) for any K ∈ Th.
The unique solution is denoted by RK v.

Moreover RK satisfies

RK g = g for all g ∈ Pm(S(K )). (2.13)
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The stability property holds true for any K ∈ Th and g ∈ C0(S(K )) as

‖RK g ‖L∞(K ) ≤ Λ(m, I(K ))
√
#I(K )‖ g|I(K ) ‖
∞ , (2.14)

and the quasi-optimal approximation property is valid in the sense that

‖ g − RK g ‖L∞(K ) ≤ Λm inf
p∈Pm (S(K ))

‖ g − p ‖L∞(S(K )), (2.15)

where Λm : = maxK∈Th {1 + Λ(m, I(K ))
√
#I(K )}.

By (2.15), we conclude that the reconstruction RK g is a nearly optimal uniform approx-
imation polynomial to g provided that Λ(m, T (K ))

√
#I(K ) can be bounded. As a direct

consequence of this property, we shall prove below that such nearly optimal approximation
property of the reconstruction is also valid with respect to the broken H1-norm.

Lemma 4 If Assumption B holds, then there exists C that depends on N , σ,m and γ such
that

‖ g − RK g ‖L2(K ) ≤ CΛmhK d
m
K | g |Hm+1(S(K )) . (2.16)

‖ ∇(g − RK g) ‖L2(K ) ≤ C
(
hmK + Λmd

m
K

) | g |Hm+1(S(K )) . (2.17)

Proof By Lemma 1, the element patch is star-shaped with respect to a disk Br with a uniform
chunkiness parameter, using [24, Theorem 3.2], we take p = Qm+1g ∈ Pm in the right-hand
side of (2.15), where Qm+1g is the averaged Taylor polynomial of degree m + 1. Hence,

inf
p∈Pm (S(K ))

‖ g − p ‖L∞(S(K )) ≤ ‖ g − Qm+1g ‖L∞(S(K ))

≤ CdmK | g |Hm+1(S(K )) , (2.18)

where C depends on N ,m, σ and γ .
Substituting the above estimate (2.18) into (2.15), we obtain

‖ g − RK g ‖L2(K ) ≤ |K |1/2 ‖ g − RK g ‖L∞(K ) ≤ CΛmhK d
m
K | g |Hm+1(S(K )) .

This gives (2.16).
Next, let ĝm be the approximation polynomial in (2.2) for function g, using the inverse

inequality (2.3) and the approximation estimate (2.16), we obtain

‖ ∇(g − RK g) ‖L2(K ) ≤ ‖ ∇(g − ĝm) ‖L2(K ) + ‖ ∇(ĝm − RK g) ‖L2(K )

≤ ChmK | g |Hm+1(K ) + Ch−1
K ‖ ĝm − RK g ‖L2(K )

≤ ChmK | g |Hm+1(K ) + Ch−1
K ‖ g − ĝm ‖L2(K )

+ Ch−1
K ‖ g − RK g ‖L2(K )

≤ C
(
hmK + Λmd

m
K

) | g |Hm+1(S(K )) .

This gives (2.17) and completes the proof.

Remark 2 If the element patch S(K ) is convex, then the constants C in the right hand side
of (2.16) and (2.17) are independent of the chunkiness parameter γ as proven in [21].

The above lemma indicates that the approximation accuracy of the reconstruction proce-
dure boils down to the boundedness of Λm . We shall seek for conditions of the triangulation
Th , under which Λm is uniformly bounded. The authors in [32] have proved that if the ele-
ment patch S(K ) is convex and the triangulation is quasi-uniform, then Λm is uniformly
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bounded. However, both conditions are not so realistic in implementation. In next lemma,
we shall show that Assumption A is more suitable in practice, under which Λ(m, I(K )) is
also uniformly bounded, which together with the estimate of #I(K ) in Lemma 6 implies that
Λm is uniformly bounded.

Lemma 5 If Assumption A holds, then for any ε > 0, if

r > m
√
2RhK (1 + 1/ε),

then we may take Λ(m, I(K )) as

Λ(m, I(K )) = 1 + ε. (2.19)

Moreover, if r > 2m
√
RhK , we may take Λ(m, I(K )) = 2.

If Assumption A is valid, we usually have R � thK . The above result suggests that
r � m

√
thK for the uniform boundedness of Λ(m, I(K )).

By [27, Theorem 1.2.2.2. and Corollary 1.2.2.3], any convex domain satisfies the uniform
cone property. Therefore, Lemma 5 generalizes the corresponding result in [32, Lemma 3.5]
because it applies to more general element patch.

Proof of Lemma 5 Let x∗ ∈ S(K ) such that |p(x∗)| = maxx∈S(K )
|p(x)|, and x
 ∈ I(K )

such that |x
 − x∗| = miny∈I(K ) |x∗ − y|. Then
∣∣x
 − x∗∣∣ ≤ hK /2.

By Taylor’s expansion, we have

p(x
) = p(x∗) + (x
 − x∗) · ∇ p(ξx )

with ξx a point on the line with end points x
 and x∗. This gives
∣∣p(x∗)

∣∣ ≤ |p(x
)| + hK
2

max
x∈S(K )

|∇ p(x)| .

By Lemma 1, the element patch S(K ) satisfies an interior cone condition with radius r
and aperture θ = 2 arcsin(r/2R). By [48, Proposition 11.6], we have the following Markov
inequality:

‖ ∇ p ‖L∞(S(K )) ≤ 2m2

r sin θ
‖ p ‖L∞(S(K )) for all p ∈ Pm(S(K )). (2.20)

Using the fact that θ/2 ≤ π/6, we have

sin θ = 2 sin
θ

2
cos

θ

2
= 2

r

2R
cos

θ

2
≥ r

2R
.

Combining the above three inequalities, we obtain

‖ p ‖L∞(S(K )) ≤ ‖ p|I(K ) ‖
∞ + 2m2RhK
r2

‖ p ‖L∞(S(K )),

which together with the condition on r yields (2.19). �
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Remark 3 IfAssumption A is true, then assumptions (2.10) and (2.11) in Lemma 2 are valid
with α = 1 + ε and β = 2m2/(r sin θ), respectively.

In view of the above estimate for Λ(m, I(K )), it seems we should make r as bigger as
possible. Hence we should ask for the largest disk contained in S(K ). If S(K ) is star-shaped
to certain point x0, then r equals to the smallest distance from x0 to the boundary of S(K )

because S(K ) is a polygon.
It remains to find an upper bound for #I(K ), which is a direct consequence of the assump-

tions on the triangulation Th and the assumption on the element patch S(K ).

Lemma 6 If Assumptions A1 and A2 on the triangulation Th and Assumption A on the
element patch S(K ) are valid, then we have

#I(K ) ≤ σ 2ρ2
1 R

2/h2K . (2.21)

Proof For any element K ∈ Th , using Assumption A, we obtain

#S(K ) |K | ≤ πR2.

For any τ ∈ T̃h |K , it is clear
|K | ≥ |τ | ≥ πρ2

τ .

Using Assumption A1 and the consequenceM1, we have

hK ≤ σρ1ρτ .

A combination of the above three inequalities gives (2.21) because #I(K ) = #S(K ). �
The upper bound (2.21) is independent of the approach for construction the element patch.

For the two approaches based on the Moore neighbor and the von Neumann neighbor, we
have R � thK with t the recursion depth. Hence we have #I(K ) � t2, which is consistent
with the upper bound proved in [32, Lemma 3.4], in which we have assumed that S(K ) is
convex and the mesh is quasi-uniform. These two assumptions may be regarded as a special
cases of the present assumption on S(K ) and the triangulation.

3 IPDGwith Reconstructed Space for Poisson Problem

We shall use DG method with the reconstructed finite element space to solve second-order
elliptic problem. For the sake of clarity and simplicity, we only consider the Poisson problem

− �u = f in Ω, u = 0 on ∂Ω, (3.1)

whereΩ is a convex polygonal domain and f is a given function in L2(Ω). The extension to
the general second order elliptic problem is straightforward; see, e.g., the numerical examples
in the next part. We also mention [33] for the implementation of this reconstructed finite
element space togetherwith theDGvariational formulation in [37] to the biharmonic problem.

The approximating problem is to look for uh ∈ Uh such that

ah(Ruh,Rv) = ( f ,Rv)h for all v ∈ Uh . (3.2)

There aremany different DG formulations for this problem as in [4] by specifying the bilinear
form ah and the source term ( f ,Rv)h . To fix ideas, we focus on the IPDG method in [3],
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where ah and ( f ,Rv)h are defined for any v,w ∈ Vh as

ah(v,w): =
∑
K∈Th

∫

K
∇v · ∇w dx −

∑
e∈Eh

∫

e
([[∇v]] {{w}} + [[∇w]] {{v}}) ds

+
∑
e∈Eh

∫

e

ηe

he
[[v]] · [[w]]ds,

and

( f ,Rv)h : =
∑
K∈Th

∫

K
f (x)Rv(x) dx,

where ηe is a piecewise positive constant. Here Eh is the collection of all edges of Th , and
Eo
h is the collection of all the interior edges and E∂

h is the collection of all boundary edges.
Moreover, the average {{v}} and the jump [[v]] of v is defined as follows. Let e be a common
edge shared by elements K1 and K2, and let n1 and n2 be the outward unit normal at e of K1

and K2, respectively. Given vi : = v|∂Ki
, we define

{{v}} = 1

2
(v1 + v2), [[v]] = v1n1 + v2n2, on e ∈ Eo

h .

For a vector-valued function ϕ, we define ϕ1 and ϕ2 analogously and let

{{ϕ}} = 1

2
(ϕ1 + ϕ2), [[ϕ]] = ϕ1 · n1 + ϕ2 · n2, on e ∈ Eo

h .

For e ∈ E∂
h , we set

[[v]] = vn, {{ϕ}} = ϕ.

We define the DG-energy norm for any v ∈ Vh as

‖| v ‖| =
⎛
⎝ ∑

K∈Th

‖ ∇v ‖2L2(K )
+

∑
e∈Eh

|e|−1 ‖ [[v]] ‖2L2(e)

⎞
⎠

1/2

. (3.3)

Using theAgmon inequality (2.1), the interpolation estimates (2.16) and (2.17), we obtain,
for g ∈ Hm+1(Ω), there exists C that depends on N , σ, γ and m such that

‖| g − Rg ‖| ≤ C(hm + Λmd
m) | g |Hm+1(Ω) , (3.4)

which implies that the nearly optimal approximation order of the reconstruction operator R
is also valid for the DG-energy norm.

By definition, we obtain the consistency of ah in the sense that

ah(u,Rv) = ( f ,Rv)h for all v ∈ Uh .

Therefore, the Galerkin orthogonality

ah(u − Ruh,Rv) = 0 for all v ∈ Uh (3.5)

holds true. This is the starting point of the error estimate.
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By the discrete trace inequality (2.5), for sufficiently large ηe, there exist Λ and λ that
depend on N , σ, γ and m such that

ah(Rv,Rv) ≥ λ‖|Rv ‖|2 for all v ∈ Uh,

|ah(Rv,Rw)| ≤ Λ‖|Rv ‖|‖|Rw ‖| for all v,w ∈ Uh .

This immediately gives the well-posedness of the approximating problem (3.2). The error
estimate is given in the following theorem.

Theorem 1 Let u and uh be the solutions of (3.1) and (3.2), respectively. If Assumption B
holds, then

‖| u − Ruh ‖| ≤ (1 + Λ/λ) ‖| u − Ru ‖|. (3.6)

And if u ∈ Hm+1(Ω), then there exists C that depends on N , σ, γ and m such that

‖| u − Ruh ‖| ≤ C
(
hm + Λmd

m) | u |Hm+1(Ω) , (3.7)

and

‖ u − Ruh ‖L2(Ω) ≤ C
(
hm + Λmd

m)
(h + d) | u |Hm+1(Ω) . (3.8)

Remark 4 If Assumption A is valid, then we may reshape the above two estimates into

‖ u − Ruh ‖L2(Ω) + h‖| u − Ruh ‖| ≤ Chm+1 | u |Hm+1(Ω) , (3.9)

where C depends on N , σ, γ,m and the recursion depth t of the element patch.
If the element patch S(K ) is convex, then the above error estimate (3.9) remains true,

while C depends on N , σ,m and t but is independent of the chunkiness parameter γ ; cf.,
Remark 2.

Proof Denote v = Ru − Ruh , we obtain

ah(v, v) = ah(Ru − u, v) + ah(u − Ruh, v) = ah(Ru − u, v),

where we have used the Galerkin orthogonality (3.5) in the last step. This implies

‖|Ru − Ruh ‖| ≤ Λ

λ
‖| u − Ru ‖|,

which together with the triangle inequality implies (3.6).
Substituting the approximation estimate (3.4) into (3.6), we obtain (3.7).
To show the L2-error estimate (3.8), we use the standard duality argument. Let φ be the

solution of

−�φ = u − Ruh in Ω φ = 0 on ∂Ω.

Using an integration by parts, the Galerkin orthogonality (3.5) and the interpolation esti-
mate (3.4) with m = 1, we obtain

‖ u − Ruh ‖2L2(Ω)
=

∫

Ω

−�φ(u − Ruh) dx = ah(u − Ruh, φ)

= ah(u − Ruh, φ − Rφ)

≤ Λ‖| u − Ruh ‖|‖| φ − Rφ ‖|
≤ C(h + d)‖| u − Ruh ‖| |φ |H2(Ω) .

Next, as Ω is convex, elliptic regularity gives | φ |H2(Ω) ≤ Cr‖ u − Ruh ‖L2(Ω) with Cr

depending only on the domain Ω . Hence, using the energy estimate (3.7), we obtain the
L2-error estimate (3.8). This completes the proof. �
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4 Numerical Examples

In this section, we present a series of numerical examples showing the rates of convergence.
We consider the general second order elliptic problem:

− ∇ · (A(x)∇u(x)) = f (x) (4.1)

supplemented with various boundary conditions. Here A is a two by two matrix that satisfies
the ellipticity condition:

c1(ξ
2
1 + ξ22 ) ≤

2∑
i, j=1

Ai j (x)ξiξ j ≤ c2
(
ξ21 + ξ22

)
a.e. x ∈ Ω, (4.2)

where 0 < c1 ≤ c2 and ξ1, ξ2 ∈ R. The bilinear form ah in (3.2) is changed to

ah(v,w): =
∑
K∈Th

∫

K
A(x)∇v · ∇w dx −

∑
e∈Eh

∫

e
([[A∇v]] {{w}} + [[A∇w]] {{v}}) ds

+
∑
e∈Eh

∫

e

ηe

he
[[v]] · [[w]]ds for all v,w ∈ Vh,

and ( f ,Rhv) is unchanged for homogeneous boundary condition, and has to be modified
for inhomogeneous boundary conditions accordingly.

In all the examples below, we take the penalty term ηe large enough to guarantee the
coercivity of ah . To be more precise, we let ηe ≥ 3c2 for the interior edges e ∈ Eo

h , where c2
is the ellipticity constant in (4.2); and ηe is taken as km2 for boundary edge e ∈ E∂

h with m
the reconstruction order and k a positive constant, while k may vary for different examples.
A direct solver is employed to solve all the resulting linear systems.

The Assumptions A1 and A2 on the mesh can be visually checked by inspection on
Figs. 4 and 7, while the validity of Assumptions A and B on the element patch does not
seem easy to be checked for these meshes. We shall explain why both assumptions are true
for the triangulations used in the first example, others may be proceeded similarly. For all the
examples in this part, we construct the element patch by adding Von Neumann neighbors in
a recursive way. The threshold c0 is assigned a value which are mostly located in the interval
[1.5 dim Pm, 2 dim Pm], which will be specified later.

Example 1 In this example, we consider a 2D Laplace equation with homogeneous Neumann
boundary condition posed on the unit squareΩ = (0, 1)2, i.e., A(x) is a 2×2 identity matrix.
An exact solution and a smooth source term f are assumed to be

u(x, y) = sin(2πx) sin(2π y) and f = 8π2 sin(2πx) sin(2π y).

In this case, ah and ( f ,Rhv) have changed in the boundary which impose the boundary
condition naturally. Meanwhile, the solution is determined up to a constant, to obtain a
unique solution, we assume that the integral of the solution over the domain is zero. The
first row and the first column of the resulting linear system are modified, and the numerical
solution is corrected by the integral constraint.

We consider quasi-uniform triangular and quadrilateral meshes as shown in Fig. 4, which
are generated by Gmsh [26]. The meshes are not sequentially refined from a common back-
ground mesh. Instead, the meshes are generated by a direct partition of the domain. We
control the mesh size of the elements abutting the domain boundary to represent the mesh
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Fig. 4 The triangular and
quadrilateral meshes for
Example 1

Table 1 The number #S(K ) Reconstruction order m 1 2 3 4 5 6

#S(K )

Example 1 (tri) 4 9 16 21 29 37

Example 1 (quad) 5 9 13 19 27 35

Example 2 7 13 22 29 35 43

Example 3 5 11 16 22 29 39

tri triangular, quad quadrilateral

size h of the triangulation. The mesh size h is halved each time from 0.1 to 0.00625 in order
to simulate the effect of uniform refinement.

Firstly we list #S(K ) in Table 1 for all the meshes we used in this part, which are mostly
located in [3(m + 2)(m + 1)/4, (m + 2)(m + 1)]. We take the first order reconstruction as
an example to explain how to check Assumptions A and B for the triangulations. The patch
S(K ) is star-shaped with respect a point x ∈ S(K ) if every straight ray emanating from x
intersects ∂S(K ) only once. In the first order approximation S(K ) includes at least all the
VonNeumann neighbors of K , which allows us to take the inscribe circle of K as Br . Figure 3
shows that larger S(K ) brings in larger Br .

Assumption B is satisfied if the sampling nodes are not located in the zero set of a
polynomial with the reconstruction order. For the first order reconstruction, this condition
means that all the sampling nodes are not located in a straight line, this is possible due to
the shape of S(K ). As to the high order reconstruction, it seems quite complicated to check
such condition. Nevertheless, if we take the number #S(K ) large enough, it does not seem
possible that all the sampling nodes are all located in the zero set of a polynomial.

We report the numerical errors and the rates of convergence in Tables 2 and 3 for the
triangular and quadrilateral meshes, respectively. It is clear that the method converges in
the energy norm with rate m and converges in L2 norm with rate m + 1, where m is the
reconstruction order, which is consistent with the theoretical prediction in Theorem 1. We
also plot the rates of convergence in Figs. 5 and 6 for the triangular and quadrilateral meshes,
respectively.

Example 2 This example is taken from [10, Example 4.1].We consider theDirichlet boundary
value problem in the unit square (0, 1)2 with the exact solution

u(x, y) = x3y2 + x sin(2πxy) sin(2π y).

The coefficient matrix A is taken as

A(x, y) =
(

(x + 1)2 + y2 −xy
−xy (x + 1)2

)
.
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Table 2 Errors and rates of convergence on the triangular mesh for Example 1

m Norms h = 1.0e−1 5.0e−2 2.5e−2 1.25e−2 6.25e−3 Rate
error error error error error

1 ‖ u − uh ‖L2 2.10e−02 4.98e−03 1.24e−03 3.14e−04 7.73e−05 2.02

‖| u − uh ‖| 1.23e+00 6.10e−01 3.06e−01 1.52e−01 7.58e−02 1.01

2 ‖ u − uh ‖L2 6.32e−03 7.40e−04 9.26e−05 1.20e−05 1.48e−06 3.00

‖| u − uh ‖| 3.56e−01 8.91e−02 2.25e−02 5.87e−03 1.45e−03 1.98

3 ‖ u − uh ‖L2 1.80e−03 1.05e−04 6.18e−06 3.91e−07 2.34e−08 4.05

‖| u − uh ‖| 1.01e−01 1.22e−02 1.47e−03 1.85e−04 2.25e−05 3.03

4 ‖ u − uh ‖L2 6.32e−04 1.54e−05 4.21e−07 1.34e−08 4.05e−10 5.13

‖| u − uh ‖| 3.38e−02 1.81e−03 9.93e−05 6.27e−06 3.81e−07 4.10

5 ‖ u − uh ‖L2 2.21e−04 2.35e−06 2.86e−08 4.39e−10 6.36e−12 6.25

‖| u − uh ‖| 1.28e−02 3.15e−04 7.33e−06 2.25e−07 6.38e−09 5.23

6 ‖ u − uh ‖L2 6.73e−05 5.16e−07 2.54e−09 1.80e−11 1.38e−13 7.25

‖| u − uh ‖| 4.20e−03 8.45e−05 7.22e−07 9.23e−09 1.39e−10 6.28

Table 3 Errors and rates of convergence on the quadrilateral mesh for Example 1

m Norms h = 1.0e−1 5.0e−2 2.5e−2 1.25e−2 6.25e−3 Rate
error error error error error

1 ‖ u − uh ‖L2 3.30e−02 7.41e−03 1.78e−03 4.47e−04 1.06e−04 2.01

‖| u − uh ‖| 1.51e+00 6.93e−01 3.48e−01 1.73e−01 8.44e−02 1.01

2 ‖ u − uh ‖L2 1.88e−02 2.01e−03 2.37e−04 3.05e−05 3.77e−06 3.06

‖| u − uh ‖| 7.70e−01 1.73e−01 4.35e−02 1.13e−02 2.83e−03 2.01

3 ‖ u − uh ‖L2 1.43e−02 4.48e−04 2.25e−05 1.27e−06 7.47e−08 4.35

‖| u − uh ‖| 4.35e−01 3.48e−02 3.82e−03 4.51e−04 5.30e−05 3.22

4 ‖ u − uh ‖L2 1.25e−02 1.16e−04 2.40e−06 7.68e−08 2.23e−09 5.53

‖| u − uh ‖| 2.95e−01 9.01e−03 4.00e−04 2.47e−05 1.46e−06 4.37

5 ‖ u − uh ‖L2 6.31e−03 2.56e−05 3.66e−07 5.32e−09 6.53e−11 6.52

‖| u − uh ‖| 1.93e−01 2.16e−03 6.16e−05 1.66e−06 4.15e−08 5.46

6 ‖ u − uh ‖L2 2.37e−03 6.44e−06 4.32e−08 3.56e−10 2.65e−12 7.36

‖| u − uh ‖| 8.43e−02 5.07e−04 7.10e−06 1.06e−07 1.45e−09 6.38

The force f is then determined by (4.1). We solve this problem over a sequence of hexagonal
meshes as shown in Fig. 7, which are generated by a Voronoi tessellation. The details for
mesh construction may also be found in [10, Example 4.1]. The mesh contains elements with
different shapes such as hexagons, pentagons, and quadrilaterals. It seems different element
shape does not bring in extra difficulties in implementation. We use the total number of
the elements given in Fig. 7 to be 115, 430, 1660, 6520 and 25800 ro simulate the effect of
uniform refinement. Numerical error and the rates of convergence are reported in Table 4 and
Fig. 8, respectively, which are also agreed with the theoretical prediction.
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Fig. 5 The rates of convergence in L2 norm (left) and the energy norm (right) for different reconstruction
order m on triangular mesh for Example 1

h=1e-1 h=5e-2 h=2.5e-2 h=1.25e-2 h=6.25e-3
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Fig. 6 Rates of convergence in L2 norm (left) and the energy norm (right) for different reconstruction order
m on quadrilateral mesh for Example 1

Fig. 7 The hexagonal mesh and
the mixed mesh for Examples 2
and 3

Example 3 We consider a Neumann boundary value problem in the unit square with the exact
solution

u(x, y) = exp

(
x2 + y2

2

)
+ sin[2π(x + y)] sin(2π y),

and we take the coefficients matrix as

A(x, y) =
(
3 + cos(2πx) x − y

x − y 3 − sin(2π y)

)
.
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Table 4 Errors and rates of convergence on the hexagonal mesh for Examples 2

m Norms N = 1.15e+2 4.30e+2 1.66e+3 6.52e+3 2.58e+4 Rate
error error error error error

1 ‖ u − uh ‖L2 3.91e−02 1.11e−02 2.87e−03 7.17e−04 1.79e−04 1.95

‖| u − uh ‖| 1.53e+00 7.67e−01 3.82e−01 1.97e−01 1.01e−01 0.98

2 ‖ u − uh ‖L2 3.35e−02 4.50e−03 5.42e−04 6.94e−05 8.57e−06 2.99

‖| u − uh ‖| 1.41e+00 4.36e−01 1.11e−01 2.87e−02 7.15e−03 1.92

3 ‖ u − uh ‖L2 1.58e−02 1.29e−03 7.48e−05 4.41e−06 2.69e−07 3.99

‖| u − uh ‖| 7.67e−01 1.07e−01 1.35e−02 1.64e−03 1.94e−04 2.99

4 ‖ u − uh ‖L2 1.42e−02 5.09e−04 1.48e−05 4.61e−07 1.47e−08 4.99

‖| u − uh ‖| 5.53e−01 4.73e−02 2.83e−03 1.79e−04 1.17e−05 3.91

5 ‖ u − uh ‖L2 1.28e−02 3.65e−04 6.89e−06 1.02e−07 1.54e−09 5.77

‖| u − uh ‖| 4.68e−01 3.40e−02 1.23e−03 3.71e−05 1.04e−06 4.74

6 ‖ u − uh ‖L2 9.45e−03 1.59e−04 1.28e−06 1.04e−08 7.33e−11 6.78

‖| u − uh ‖| 3.17e−01 1.31e−02 2.23e−04 3.65e−06 5.58e−08 5.67

N is the number of the total degrees of freedom

h=1e-1 h=5e-2 h=2.5e-2 h=1.25e-2 h=6.25e-3
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m=5
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Fig. 8 The rates of convergence in L2 norm (left) and the energy norm (right) for different reconstruction
order m over hexagonal mesh for Example 2

In this example, we have to modify ( f ,Rhv) by including the inhomogeneous boundary flux
as

( f ,Rhv) =
∑
K∈Th

fRhv dx +
∑

e∈Eb
h

∫

e

∂u

∂n
vds.

Themesh is generatedbyGmsh [26] again,which contains both triangles andquadrilaterals
as shown in Fig. 7. In this example, the sampling points are randomly selected inside the
element instead of the element barycenters. We perturb each barycenter with a uniform
distribution random vector ξ ∈ R

2 with |ξ | = 0.1hK , which guarantees the perturbed
sampling points are still located in the interior of the corresponding element. We show in
Fig. 3 an example of the perturbed sampling points.

Errors and rates of convergence are given in Table 5 and Fig. 9. Again we achieved the
same rates of convergence as that in the previous examples. This indicates that the method
is robust with respect to the perturbation of the sampling points as shown in Lemma 3.
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Table 5 Errors and the rates of convergence for Example 3

m Norms N = 1.29e+2 5.10e+2 2.33e+3 9.24e+3 3.80e+4 Rate
error error error error error

1 ‖ u − uh ‖L2 6.66e−02 1.48e−02 3.47e−03 8.27e−04 2.01e−04 2.07

‖| u − uh ‖| 3.35e+00 1.57e+00 8.44e−01 4.04e−01 2.02e−01 0.99

2 ‖ u − uh ‖L2 4.76e−02 6.68e−03 7.00e−04 9.29e−05 1.08e−05 3.04

‖| u − uh ‖| 2.17e+00 7.12e−01 1.59e−01 4.28e−02 1.00e−02 1.96

3 ‖ u − uh ‖L2 3.11e−02 1.81e−03 8.04e−05 4.85e−06 2.69e−07 4.22

‖| u − uh ‖| 1.24e+00 1.82e−01 1.82e−02 2.25e−03 2.56e−04 3.08

4 ‖ u − uh ‖L2 1.63e−02 7.26e−04 1.42e−05 4.63e−07 1.26e−08 5.12

‖| u − uh ‖| 7.55e−01 7.29e−02 3.12e−03 2.06e−04 1.13e−05 4.05

5 ‖ u − uh ‖L2 1.27e−02 3.31e−04 2.95e−06 3.84e−08 5.62e−10 6.19

‖| u − uh ‖| 5.73e−01 3.54e−02 7.10e−04 1.88e−05 5.23e−07 5.10

6 ‖ u − uh ‖L2 1.76e−02 2.09e−04 1.21e−06 8.66e−09 2.99e−11 7.28

‖| u − uh ‖| 1.10e+00 2.07e−02 3.36e−04 4.74e−06 2.97e−08 6.24

h=1e-1 h=5e-2 h=2.5e-2 h=1.25e-2 h=6.25e-3
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Fig. 9 The rates of convergence in L2 norm (left) and the energy norm (right) for different m for Example 3

5 Conclusions

Using a least-squares patch reconstruction, we construct a new discontinuous finite element
space over polygonal mesh, which together with the variational formulation of DG method
gives a new approximationmethod for partial differential equations. A novelty of this method
is that arbitrary-order accuracy has been achieved with only one degree of freedom on each
element, while the shape of the element may be arbitrary. Optimal error estimates have been
proved and a variety of numerical examples demonstrate the superior performance of the
method. It would be interesting to consider the h − m version of the proposed method and
the corresponding adaptive refinement strategy, and to consider the efficient solver for the
resulting linear algebra system, and to consider the choice of the interior penalty parameter
that allow for edge/face degeneration as in [12], which is key for implementation the method
on more general polytopic mesh. Moreover, the assumption on the element patch may be
further weakened, which may render more flexibility for the method. We shall leave all these
issues to further exploration.
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