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Abstract. We propose an efficient heterogeneous multiscale finite element method based on a local least-squares reconstruction of the effective matrix using the data retrieved from the solution of cell problems posed on the vertices of the triangulation. The method achieves high order accuracy for high order macroscopic solver with essentially the same cost as the linear macroscopic solver. Optimal error bounds are proved for the elliptic problem. Numerical results demonstrate that the new method significantly reduces the cost without loss of accuracy.
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1. Introduction. We consider the classical elliptic problem

\begin{equation}
\begin{aligned}
-\text{div}(a^\varepsilon(x)\nabla u^\varepsilon(x)) &= f(x), & x &\in D \subset \mathbb{R}^d, \\
u^\varepsilon(x) &= 0, & x &\in \partial D,
\end{aligned}
\end{equation}

where \(\varepsilon\) is a small parameter that signifies explicitly the multiscale nature of the coefficient \(a^\varepsilon\), which is not necessarily symmetric. We assume \(a^\varepsilon \in \mathcal{M}(\alpha, \beta, D)\) that is defined as

\[
\mathcal{M}(\alpha, \beta, D) = \left\{ B \in [L^\infty(D)]^{d^2} \mid (B(x)\xi, \xi) \geq \alpha|\xi|^2, |B(x)\xi| \leq \beta|\xi| \right. \\
&\quad\left. \text{for any } \xi \in \mathbb{R}^d \text{ and a.e., } x \text{ in } D \right\},
\]

where \((\cdot, \cdot)\) denotes the inner product on \(\mathbb{R}^d\), while \(|\cdot|\) is the corresponding norm, and \(D\) is a bounded domain in \(\mathbb{R}^d\).

On the analytic side, the following fact is known about (1.1). In the sense of H-convergence (see [36]), for every \(a^\varepsilon \in \mathcal{M}(\alpha, \beta, D)\) and \(f \in H^{-1}(D)\), the sequence \(\{u^\varepsilon\}\) of the solutions of (1.1) satisfies, in the sense of substraction of a subsequence,

\[
u^\varepsilon \rightharpoonup U_0 \quad \text{weakly in } H_0^1(D),
\]

\[
a^\varepsilon \nabla u^\varepsilon \rightharpoonup A \nabla U_0 \quad \text{weakly in } [L^2(D)]^{d^2},
\]
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where $U_0$ is the solution of

\[
\begin{cases}
- \text{div} (A(x) \nabla U_0(x)) = f(x), & x \in D, \\
U_0(x) = 0, & x \in \partial D,
\end{cases}
\]

and $A \in \mathcal{M}(\alpha, \beta^2/\alpha, D)$. Here $H_0^1(D), L^2(D)$, and $H^{-1}(D)$ are standard Sobolev spaces [5], and we denote the $L^2(D)$ inner product by $(\cdot, \cdot)$.

The heterogeneous multiscale method (HMM) introduced by E and Engquist [17] is a general methodology for efficient computation of multiscale problems. It consists of two components: selection of a macroscopic solver and estimating the missing macroscale data by solving the microscale problem locally. The choice of the macroscopic solver depends on the nature of the problem. The finite element method is often used as the macroscopic solver for problem (1.1) due to its variational structure (HMM-FEM for short).

The missing data in HMM-FEM is the effective matrix evaluated at the quadrature nodes, which is obtained through solving the cell problems posed on the quadrature nodes. The cost of HMM-FEM mainly comes from solving the cell problems, and the cost increases dramatically when one employs the higher order macroscopic solver since the number of cell problems grows rapidly. Du and Ming [15] proposed a new quadrature rule for the linear element and the quadratic element that makes use of element vertices or element edge centers as the quadrature nodes, which seemingly contradicts the criterion of a good quadrature formula [33] that uses the points lying within the element as the quadrature nodes. However, compared to the original HMM-FEM, the method based on such nonconventional quadrature rule has smaller cost without loss of accuracy, because the effective matrix evaluated at the element vertices and element edge centers can be shared by more than one element, and therefore, fewer cell problems need to be solved. This idea has been extended to solve the three-dimensional problem by Wang [39] and the numerical tests confirm the efficiency of such idea for quadratic and cubic macroscopic solvers. Unfortunately, the gain with such a method for even a higher order macroscopic solver is less pronounced because the quadrature nodes for the higher order element get to accumulate inside the elements [38]. The following question arises: Can we design a better high order HMM-FEM? The new method should retain high order accuracy with relatively low cost.

In this paper, we introduce a new method that employs a recovering operation to retrieve the effective matrix from suitable sampling points. Given a macroscopic solver of degree $k$, we fit a polynomial of degree $m$ to values of the entry of the effective matrix at some sampling points by a local discrete least-squares method. Here $m$ is determined by $k$ that will be made clear in section 4. For a typical mesh, solving the cell problems on the vertices is often the most economical among all possible alternatives. Therefore, only the cell problems posed at the vertices need to be solved regardless of the order of the macroscopic solver. Both theoretical results and the numerical tests show that the method converges with optimal order while the cost is essentially the same as HMM-FEM with a linear macroscopic solver. The underlying assumption of this method is that the effective matrix is smooth to a certain degree, which may not be true for general problems: however, this assumption may be valid for certain practical cases, e.g., we are concerned with the macroscopic response of the composite materials. It is interesting to note that the prescribed sampling points are not necessarily related to the triangulation in use—it may be any scattering points on the whole domain, namely, it can be meshless. This idea will be elaborated in our future work.
The idea of our method is related to Zienkiewicz–Zhu gradient patch recovery [43] and polynomial patch recovery by Zhang and Naga [42] in which the superconvergence properties of the gradient information is the main concern. A similar idea has also been used in the ENO/WENO method, in which a high order polynomial is reconstructed from the cell mean of the stencil; see [37].

There are also other types high order multiscale methods. We just name a few. Based on the idea of the multiscale finite element method [25], Allaire and Brizzi [6] proposed a high order numerical homogenization method, high order residual-free bubbles are introduced in [10], and some high order generalized finite element methods have been reviewed in [7].

The convergence behavior of HMM-FEM applied to problem (1.1) is by now well understood (see [18, 3, 4, 15, 14]). Discretization errors of the cell problems are mainly limited to a special periodic boundary condition and the Dirichlet boundary condition, while leaving the cell problem with other boundary conditions open [24, 41]. In this paper, we shall give a unified analysis for the discretization error of the microscopic problems supplemented with the Dirichlet, the Neumann, or the periodic boundary condition when \( a^\varepsilon \) is a locally periodic matrix. Our result holds true under the realistic regularity assumption on the solutions of the cell problems. The proof relies on an interpolant arising from the homogenization theory [8].

The rest of the paper is organized as follows. In the next section, we introduce a new method that is based on a local discrete least-squares reconstruction. The accuracy of the proposed method is analyzed in section 3. Numerical examples are reported in section 4. We draw conclusions in the last section.

2. Algorithms. The macroscopic solver is chosen as the standard \( P_k \) Lagrange element, which is defined as the set of polynomials with degree less than \( k \) for the sum of all variables. The finite element space is denoted by \( V_H \) corresponding to the triangulation \( T_H \) with mesh size \( H \) that is the maximum of the element size \( H_K \) for all elements \( K \in T_H \). Here \( H_K \) is the diameter of \( K \). The mesh is assumed to be shape-regular in the sense of Ciarlet–Raviart [11]. The HMM solution \( U_H \in V_H \) satisfies

\[
(2.1) \quad a_H(U_H, V) = (f, V) \quad \text{for all} \quad V \in V_H,
\]

where the bilinear form \( a_H \) is defined for any \( V, W \in V_H \) by

\[
a_H(V, W) = \sum_{K \in T_H} \int_K \nabla W(x) \cdot A_H(x) \nabla V(x) \, dx,
\]

where \( A_H \) is reconstructed on each element \( K \) as follows. For \( i, j = 1, \ldots, d \), the entry \( (A_H)_{ij} \) is defined as the solution of a discrete least-squares problem:

\[
(2.2) \quad (A_H)_{ij} = \arg \min_{p \in P_m(S(K))} \sum_{x_i \in I_K} \left| (\tilde{A}_H(x_i))_{ij} - p(x_i) \right|^2,
\]

where \( I_K \) is the nodal set of all elements that belong to \( S(K) \), and \( S(K) \) is a convex patch of elements around \( K \) (including \( K \)). Its precise definition will be given in the next section. We refer to Figure 1 for an example of \( S(K) \). At each vertex \( x_\ell \), the effective matrix \( \tilde{A}_H(x_\ell) \) is defined by

\[
(2.3) \quad \tilde{A}_H(x_\ell) (\nabla v_h)_{I_\ell} \equiv \langle a^\varepsilon \nabla v_h^\varepsilon \rangle_{I_\ell},
\]
where the cell $I_\delta(x_\ell) \equiv x_\ell + \delta Y$ with $Y \equiv (-1/2, 1/2)^d$, and $\delta$ is the cell size. We use $\langle \cdot \rangle_{I_\delta}$ to denote the integral mean over $I_\delta(x_\ell)$. Here $v_h^\ell - V_\ell \in V_h$ satisfies

$$
(2.4) \quad \langle a^\ell \nabla v_h^\ell, \nabla \varphi \rangle_{L^2(I_\delta)} = 0 \quad \text{for all } \varphi \in V_h,
$$

where $V_\ell \equiv V(x_\ell) + (x - x_\ell) \cdot \nabla V(x_\ell)$ is the linear approximation of $V$ at $x_\ell$. We call (2.4) the Dirichlet cell problem if

$$
V_h = V_{D,h} \equiv \{ v \in H^1_0(I_\delta(x_\ell)) \mid v|_K \in P_{k'}(K), \quad K \in T_h \}.
$$

We call (2.4) the Neumann cell problem if

$$
V_h = V_{N,h} \equiv \{ v \in H^1(I_\delta(x_\ell)) \mid v|_K \in P_{k'}(K), \langle \nabla v \rangle_{I_\delta} = 0 \quad K \in T_h \}.
$$

We call (2.4) the periodic cell problem if

$$
V_h = V_{P,h} \equiv \{ v \in H^1_\#(I_\delta(x_\ell)) \mid v|_K \in P_{k'}(K), \langle v \rangle_{I_\delta} = 0 \quad K \in T_h \},
$$

where $T_h$ is the triangulation of $I_\delta(x_\ell)$ with mesh size $h$ and $k' \in \mathbb{N}$. $H^1_\#(I_\delta(x_\ell))$ is the closure of $C^\infty_\#$ for the $H^1$ norm, and $C^\infty_\#$ is the subset of $C^\infty(I_\delta(x_\ell))$ of $I_\delta$-periodic function. We shall deal with these three cell problems and refer to [41] for the implementation details.

An alternative definition of the effective matrix is to solve the following constrained discrete least-squares problem: for any $m \in \mathbb{N},$

$$
(2.5) \quad (A_H)_{ij} = \arg \min_{p \in P_m(S(K))} \sum_{x_\ell \in I_K} \left| (\tilde{A}_H(x_\ell))_{ij} - p(x_\ell) \right|^2
$$

subject to the constraints

$$
p(x_\ell) = (\tilde{A}_H)_{ij}(x_\ell) \quad \text{for all the vertices } x_\ell \text{ of } K.
$$

It will be shown in section 4 that the method based on the constrained reconstruction has the same convergence order as the one without constraints, while it is numerically more accurate.

Remark. We can also define $A_H$ as the solution of a weighted least-squares problem with a suitable weight, which may be more efficient in certain cases. We shall leave this for further study.
3. Convergence. In this section, we analyze the proposed method with the least-squares reconstruction (2.2) or (2.5). In what follows, we assume that \( \mathcal{A} \) is smooth and the domain \( D \) is a convex polytope and define

\[
e(HMM) = \max_{x \in K} \| (\mathcal{A} - \mathcal{A}_H)(x) \|_{L^2},
\]

where \( \| \cdot \|_{L^2} \) is the Euclidean norm.

**Lemma 3.1.** If \( e(HMM) < \alpha \), then for all \( V, W \in \mathcal{V}_H \), there holds

\[
\begin{align*}
a_H(V, V) & \geq (\alpha - e(HMM)) \| \nabla V \|_{L^2(D)}^2, \\
|a_H(V, W)| & \leq (\beta^2/\alpha + \alpha) \| \nabla V \|_{L^2(D)} \| \nabla W \|_{L^2(D)}.
\end{align*}
\]

**Proof.** By the ellipticity of the effective matrix \( \mathcal{A} \) and the definition of \( e(HMM) \), we obtain

\[
a_H(V, V) = \int_D \nabla V \cdot \mathcal{A}(x) \nabla V \, dx + \sum_{K \in \mathcal{T}_H} \int_K \nabla V \cdot (\mathcal{A}_H - \mathcal{A})(x) \nabla V \, dx
\]

\[
\geq (\alpha - e(HMM)) \| \nabla V \|_{L^2(D)}^2.
\]

This gives the lower bound (3.1)_1. The upper bound can be obtained similarly by noting \( \mathcal{A} \in \mathcal{M}(\alpha, \beta^2/\alpha, D) \) and the condition \( e(HMM) < \alpha \). \( \square \)

The above lemma gives the existence and uniqueness of the HMM-FEM solution (2.1). The following error estimate is based on Lemma 3.1 and a theorem of Berger, Scott, and Strang [9, Theorem I, equation (11)] and, except for the explicit constants in the estimate (3.2), can be found in [18, Theorem 1.1].

**Lemma 3.2.** Let \( U_0 \) and \( U_H \) be the solutions of (1.2) and (2.1), respectively. If \( e(HMM) < \alpha/2 \), then

\[
\| \nabla(U_0 - U_H) \|_{L^2(D)} \leq \frac{\beta}{\alpha} \inf_{V \in \mathcal{V}_H} \| \nabla(U_0 - V) \|_{L^2(D)} + \frac{2e}{\alpha^2} \| f \|_{H^{-1}(D)} e(HMM),
\]

where \( c_p \) is the constant in the following the discrete Poincaré inequality:

\[
\| V \|_{H^1(D)} \leq c_p \| \nabla V \|_{L^2(D)} \quad \text{for all } V \in \mathcal{V}_H.
\]

If in addition \( f \in L^2(D) \) so that \( U_0 \in H^2(D) \), then there exists \( C \) such that

\[
\| U_0 - U_H \|_{L^2(D)} \leq C \left( \inf_{V \in \mathcal{V}_H} \| \nabla(U_0 - V) \|_{L^2(D)} + e(HMM) \right).
\]

3.1. Properties of the reconstruction. It remains to estimate \( e(HMM) \), which obviously relates to the reconstruction. For any \( t \in \mathbb{N} \), we define the element patch \( S_t(K) \) in a recursive manner as

\[
S_0(K) = K, \quad S_t(K) = \bigcup_{\tilde{K} \in \mathcal{T}_H, \tilde{K} \cap K' \neq \emptyset} \bar{K},
\]

where \( \bar{K} \) denotes the closure of \( K \). To highlight the dependence on \( t \), for the following discussion we denote \( I_t \) by \( I_t(K) \).
We assume that $\mathcal{T}_H$ satisfies the inverse assumption, i.e., there exists a constant $\nu > 0$ such that for any $K \in \mathcal{T}_H$, 
\[
\frac{H}{\rho_K} \leq \nu,
\]
where $\rho_K$ is the diameter of the largest ball inscribed into $K$. Though the above definition is not the same with the standard definition of the inverse assumption as in [11, p. 140], they are equivalent for any shape-regular mesh. We use this definition for ease of exposition.

In what follows we make the following assumption on the nodal set $\mathcal{I}(K)$.  

**Assumption A.** For any $K \in \mathcal{T}_H$ and $g \in \mathbb{P}_m(S_t(K))$, 
\[
g|_{\mathcal{I}(K)} = 0 \implies g|_{S_t(K)} \equiv 0.
\]

For any $K \in \mathcal{T}_H$ and $g \in C^0(S_t(K))$, we define a normalized discrete $\ell_2$-norm as 
\[
\|g\|_{\ell_2} = \left(\frac{1}{\#\mathcal{I}(K)} \sum_{x \in \mathcal{I}(K)} g^2(x)\right)^{1/2},
\]
where $\#\mathcal{I}(K)$ is the cardinality of $\mathcal{I}(K)$. Next we define 
\[
\Lambda(m, \mathcal{I}(K)) = \max_{g \in \mathbb{P}_m(S_t(K))} \frac{\max_{x \in S_t(K)} |g(x)|}{\max_{x \in \mathcal{I}(K)} |g(x)|}.
\]

By the equivalence of the norms over finite dimensional space $\mathbb{P}_m(S_t(K))$, we have 
\[
\Lambda(m, \mathcal{I}(K)) < \infty.
\]

This inequality can be viewed as a quantitative version of Assumption A.

The reconstruction procedure satisfies the following properties.

**Theorem 3.3.** If Assumption A holds, then there exists a unique solution of (2.2) or (2.5). The unique solution will be denoted by $\mathcal{R}_m(\tilde{\mathbf{A}}_H)_{ij}$ for $i, j = 1, \ldots, d$.

Moreover, $\mathcal{R}_m$ satisfies 
\[
\mathcal{R}_m g = g \quad \text{for all} \quad g \in \mathbb{P}_m(S_t(K)).
\]

The stability property holds true for any $K \in \mathcal{T}_H$ and $g \in C^0(S_t(K))$ as 
\[
\|\mathcal{R}_m g\|_{L^\infty(K)} \leq \Lambda(m, \mathcal{I}(K)) \sqrt{\#\mathcal{I}(K)} \max_{x \in \mathcal{I}(K)} |g(x)|
\]

and
\[
\|g - \mathcal{R}_m g\|_{L^\infty(K)} \leq \left(1 + \Lambda(m, \mathcal{I}(K)) \sqrt{\#\mathcal{I}(K)}\right)
\]
\[
\times \inf_{p \in \mathbb{P}_m(S_t(K))} \|g - p\|_{L^\infty(S_t(K))}.
\]

The above result is well known; see, e.g., [35, Theorem 2.1]. The novelty of Theorem 3.3 lies in the fact that the constants in the estimates are explicitly characterized, which is crucial for the stability and accuracy of our algorithm.
Proof. For any real-valued functions \( g, h \) defined on \( \mathcal{I}_t(K) \), we define a bilinear form as
\[
\langle g, h \rangle_{\mathcal{I}_t(K)} = \frac{1}{\#\mathcal{I}_t(K)} \sum_{x \in \mathcal{I}_t(K)} g(x)h(x).
\]
This defines an inner product over \( \mathcal{I}_t(K) \) with the corresponding norm \( \| g \|_{\ell_2} \) by Assumption A. Therefore, we may write the discrete least-squares problem (2.2) as a minimization problem of the \( \ell_2 \)-distance between \( (\mathcal{A}_H)_{ij} \) and \( \mathbb{P}_m(S_t(K)) \). The constrained problem (2.5) can be viewed as a minimization problem of the \( \ell_2 \)-distance between \( (\mathcal{A}_H)_{ij} \) and a subspace of \( \mathbb{P}_m(S_t(K)) \). Therefore, the existence and the uniqueness of the discrete least-squares problem is a special case of a projection theorem on a finite dimensional space [28].

The identity (3.7) is clear by regarding \( \mathcal{R}_m \) as a projection operator from \( C^0(S_t(K)) \) to \( \mathbb{P}_m(S_t(K)) \) with respect to the discrete \( \ell_2 \) norm.

By (3.6), we have
\[
\| \mathcal{R}_m g \|_{L_\infty(K)} \leq \| \mathcal{R}_m g \|_{L_\infty(S_t(K))} \leq \Lambda(m, \mathcal{I}_t(K)) \max_{x \in \mathcal{I}_t(K)} |\mathcal{R}_m g(x)|.
\]
By the projection property of \( \mathcal{R}_m \), we get
\[
\| \mathcal{R}_m g \|_{\ell_2} \leq \| g \|_{\ell_2}.
\]
We get (3.8) by combining the above two inequalities.

Next we choose \( p_0 \in \mathbb{P}_m(S_t(K)) \) such that
\[
\| g - p_0 \|_{L_\infty(S_t(K))} = \inf_{p \in \mathbb{P}_m(S_t(K))} \| g - p \|_{L_\infty(S_t(K))}.
\]
We apply (3.8) with \( g \) replaced by \( g - p_0 \) and use (3.7) to get
\[
\| \mathcal{R}_m g - p_0 \|_{L_\infty(K)} = \| \mathcal{R}_m (g - p_0) \|_{L_\infty(K)} \leq \Lambda(m, \mathcal{I}_t(K)) \sqrt{\#\mathcal{I}_t(K)} \max_{x \in \mathcal{I}_t(K)} |(g - p_0)(x)|
\]
\[
\leq \Lambda(m, \mathcal{I}_t(K)) \sqrt{\#\mathcal{I}_t(K)} \| g - p_0 \|_{L_\infty(S_t(K))}.
\]
Therefore,
\[
\| g - \mathcal{R}_m g \|_{L_\infty(K)} \leq \| g - p_0 \|_{L_\infty(K)} + \| \mathcal{R}_m g - p_0 \|_{L_\infty(K)} \leq \left(1 + \Lambda(m, \mathcal{I}_t(K)) \sqrt{\#\mathcal{I}_t(K)}\right) \max_{p \in \mathbb{P}_m(S_t(K))} \| g - p \|_{L_\infty(S_t(K))}.
\]
This gives (3.9).

By (3.9), we conclude that the discrete least-squares approximation \( \mathcal{R}_m g \) is a nearly optimal uniform approximation polynomial to \( g \) if \( \Lambda(m, \mathcal{I}_t(K)) \sqrt{\#\mathcal{I}_t(K)} \) can be controlled. For a special case when \( \#\mathcal{I}_t(K) = \binom{m+d}{d} = \dim \mathbb{P}_m(\mathbb{R}^d) \), we may replace \( \Lambda(m, \mathcal{I}_t(K)) \sqrt{\#\mathcal{I}_t(K)} \) by the Lebesgue constant \( \mathcal{L}(S_t(K)) \) [32, p. 24] that is defined by
\[
\mathcal{L}(S(K)) = \max_{x \in S(K)} \sum_{x_i \in \mathcal{I}_t(K)} |l_{x_i}(x)|,
\]
where \( l_\ell \) is the Lagrange fundamental polynomial associated with \( x_\ell \). In this case, we need only modify the proof of (3.8) as follows. By Assumption A and \( \sharp I_t(K) = (m^d + d^d) \), we conclude that \( R_m g \) is the Lagrange interpolation of \( g \) for any \( g \in C^0(S(K)) \). We have, for any \( K \in \mathcal{T}_H \),

\[
\| R_m g \|_{L^\infty(K)} \leq \mathcal{L}(S_t(K)) \max_{x \in I_t(K)} |g(x)|.
\]

Unfortunately, we have little knowledge of the Lebesgue constant in high dimension. The next two lemmas seek conditions to bound such quantities. In the next lemma, we give an upper bound for \( \# I_t(K) \).

**Lemma 3.4.** If \( \mathcal{T}_H \) satisfies the inverse assumption and \( S_t(K) \) is convex, then

\[
\# I_t(K) \leq \pi (t^2 + 3t)\nu + 3, \quad d = 2,
\]

\[
\# I_t(K) \leq \frac{2}{3}(2t^3 + 9t^2 + 13t)\nu^3 + 2t + 4, \quad d = 3.
\]

**Proof.** We first prove the case for \( d = 2 \). For any \( K \in \mathcal{T}_H \), \( S_t(K) \) is covered by a circle centered at one vertex of \( K \) with radius \((t + 1)H\). Noticing that \( S_t(K) \) is convex, we have

\[
p_t(K) \leq 2\pi(t + 1)H,
\]

where \( p_t(K) \) is the perimeter of \( S_t(K) \). Using the fact that

\[
p_t(K) \geq \# v_t(K) \min_{K \in S_t(K)} H_K \geq \# v_t(K) \min_{K \in S_t(K)} \rho_K,
\]

where \( \# v_t(K) \) is the number of vertices at the boundary of \( S_t(K) \). Combining the above two inequalities and the inverse assumption gives

\[
\# v_t(K) \leq 2\pi(t + 1)\nu.
\]

Using \( \# v_t(K) = \# I_t(K) - \# I_{t-1}(K) \), we get the following recursive relation:

\[
\# I_t(K) - \# I_{t-1}(K) \leq 2\pi(t + 1)\nu.
\]

Solving the above recursive equation we obtain (3.10).

As to \( d = 3 \), we first find a lower bound for the area of any face \( F \) of an element \( K \). Denote by \( m_d \) the altitude from the vertex to the face \( F \). Using the fact

\[
\operatorname{mes}K = \frac{m_d}{3} \operatorname{mes}F \leq \frac{H_K}{3} \operatorname{mes}F
\]

and

\[
\operatorname{mes}K \geq \frac{4\pi}{3} \left( \frac{\rho_K}{2} \right)^3,
\]

we obtain

\[
\operatorname{mes}F \geq \frac{\pi}{2\nu} \rho_K^2.
\]

Denote by \( \# f_t(K) \) the number of faces at the boundary of \( S_t(K) \). Note the area of the outer surface of \( S_t(K) \) is less than \( 4\pi(t + 1)^2H^2 \) since \( S_t(K) \) is convex. This fact together with the above inequality leads to

\[
\# f_t(K) \min_{K \in S_t(K)} \frac{\pi}{2t} \rho_K^2 \leq 4\pi(t + 1)^2H^2,
\]
which gives the upper bound of $\# f_t(K)$,

\[ \# f_t(K) \leq 8\nu^3(t + 1)^2. \tag{3.12} \]

Next, by Euler’s formula,

\[ \# v_t(K) - \# e + \# f_t(K) = 2, \]

where $\# e$ is the total number of edges on the outer faces of $S_t(K)$, respectively. Using the fact that every edge belongs to two faces, we have

\[ \# e = \frac{3}{2} \# f_t(K). \]

Combining the above two identities, we get

\[ \# v_t(K) = \frac{1}{2} \# f_t(K) + 2. \]

We write the above equation as

\[ \# I_t(K) - \# I_{t-1}(K) = \frac{1}{2} \# f_t(K) + 2. \]

Substituting the inequality (3.12) into the above equation and solving this recursive relation, we get (3.11).

It is not easy to find an explicit upper bound for $\Lambda(m, I_t(K))$ in general. If $d = 1$ and the nodes are equally spaced, then Coppersmith and Rivlin [12] proved

\[ \Lambda(m, I_t(K)) \simeq \exp \left( \frac{cm^2}{\# I_t(K)} \right) \tag{3.13} \]

with $c$ a universe constant. The sharpness of this estimate and an interesting discussion on $\Lambda(m, I_t(K))$ can be found in [34].

In the next lemma, we state a condition under which $\Lambda(m, I_t(K))$ is uniformly bounded by 2.

**Lemma 3.5.** If $T_H$ satisfies the inverse assumption and $S_t(K)$ is convex, and if in addition

\[ m < \left( \frac{\pi \# S_t(K)}{16 \# v_t(K)} \right)^{1/2} \nu^{-1}, \quad d = 2, \tag{3.14} \]

\[ m < \left( \frac{\pi \# S_t(K)}{12 \# f_t(K)} \right)^{1/2} \nu^{-3/2}, \quad d = 3, \]

then

\[ \Lambda(m, I_t(K)) \leq 2, \tag{3.15} \]

where $\# S_t(K)$ denotes the number of elements belong to $S_t(K)$.

For a shape-regular mesh, we have $\# v_t(K) \simeq \sqrt{\# I_t(K)}$ in the case of $d = 2$. As to $d = 3$, we have $\# f_t(K) \simeq (\# S_t(K))^{2/3}$ and $\# S_t(K) \simeq \# I_t(K)$. Hence,

\[ \# f_t(K) \simeq (\# I_t(K))^{2/3}. \]
Therefore, the number of the sampling points is required to be
\[
\#I_t(K) \simeq m^{2d}
\]
for the validity of the assumption (3.14), which is consistent with the one-dimensional estimate (3.13). We note that the number of the sampling points is much larger than \( \dim \mathbb{P}_m(\mathbb{R}^d) \). This is just the price we have to pay for the uniform bound of \( \Lambda(m, I_t(K)) \).

Proof. We first prove the two-dimensional case. For any polynomial \( p \) of degree \( m \), let \( \bar{x} \in S_t(K) \) such that \( |p(\bar{x})| = \max_{x \in S_t(K)} |p(x)| \). Denote by \( \bar{x}_\ell = \arg\min_{y \in I_t(K)} |\bar{x} - y| \). By the Taylor expansion, we have
\[
p(\bar{x}_\ell) = p(\bar{x}) + (\bar{x}_\ell - \bar{x}) \cdot \nabla p(\xi_x)
\]
with \( \xi_x \) a point on the line with end points \( \bar{x} \) and \( \bar{x}_\ell \). This gives
\[
|p(\bar{x})| \leq |p(\bar{x}_\ell)| + H_K \max_{x \in S_t(K)} |\nabla p(x)|,
\]
where
\[
|\nabla p(x)| = \left( \sum_{i=1}^d \left| \frac{\partial p}{\partial x_i}(x) \right|^2 \right)^{1/2}
\]
By the Markov inequality [40], we have
\[
(3.16) \quad \max_{x \in S_t(K)} |\nabla p(x)| \leq \frac{4m^2}{w(K)} \max_{x \in S_t(K)} |p(x)|,
\]
where \( w(K) \) is the width of the convex polygon \( S_t(K) \).

Next we look for a lower bound of \( w(K) \). By the following inequality for the plane convex set [27],
\[
(3.17) \quad 2 \text{mes} S_t(K) \leq w(K)p_t(K).
\]
It is easy to see
\[
p_t(K) \leq \#v_t(K)H
\]
and
\[
\text{mes} S_t(K) \geq \#S_t(K) \min_K \frac{\pi}{4} \rho^2_K.
\]
Substituting the above two inequalities into (3.17), we obtain a lower bound for the width \( w(K) \):
\[
(3.18) \quad w(K) \geq \frac{\pi}{2} \min_{K \in S_t(K)} \frac{\rho^2_K \#S_t(K)}{H \#v_t(K)}
\]
Substituting the above inequality into (3.16), using (3.14), we get
\[
\max_{x \in S_t(K)} |p(x)| \leq |p(\bar{x}_\ell)| + \frac{1}{2} \max_{x \in S_t(K)} |p(x)|,
\]
which gives (3.15) for \( d = 2 \).
The method can be applied to a nonconvex element patch if the condition (3.14) is valid, then the condition only concerned with the convexity of $S_i(K)$ is assumed in Lemmas 3.4 and 3.5. Nevertheless, the method can be applied to a nonconvex element patch $S_i(K)$; see section 4.1.

Remark. The inverse assumption for $T_H$ may be removed at the cost of $\nu$ in the inequalities (3.10), (3.11), and (3.14), replaced by $\nu^k$ with a power $k$ that depends on $t$. We refer to [13] for a discussion.

Define

$$A_m = \max_{K \in T_H} A(m, I_s(K)) \sqrt{\#I_s(K)}.$$ 

If the condition (3.14) is valid, then $A_m$ is uniformly bounded by Lemmas 3.4 and 3.5, and the upper bound depends only on $t$ and $\nu$.

### 3.2. Discretization error.

Without taking into account the discretization error of the cell problem, at each vertex $x_i$, we define the effective matrix $\tilde{A}_H(x_i)$ as

$$\tilde{A}_H(x_i) (\nabla v^\ell)_{I_s} = \langle a^\ell \nabla v^\ell \rangle_{I_s},$$

where $v^\ell - V_\ell \in V$ satisfies

$$\langle a^\ell \nabla v^\ell, \nabla \varphi \rangle_{L^2(I_s)} = 0 \quad \text{for all } \varphi \in V. \tag{3.19}$$

Here $V$ may be $V_D, V_N$, or $V_P$, defined by

$$V_D \equiv H^1_0(I_s(x_i)), \quad V_N \equiv \{ v \in H^1(I_s(x_i)) \mid \langle \nabla v \rangle_{I_s} = 0 \}, \quad V_P \equiv \{ v \in H^1_0(I_s(x_i)) \mid \langle v \rangle_{I_s} = 0 \}.$$

The next lemma characterizes the discretization error of the cell problems. The key argument is hidden in [3, Lemma 3.1] for the case when $a^\ell$ is symmetric and in [15, Theorem 3.3, equation (3.23)] for the general case.

**Lemma 3.6.** At each vertex $x_i$, we have

$$\| (\tilde{A}_H - \tilde{A}_h)(x_i) \|_F \leq \frac{\beta^3}{\alpha^2} \left( \sum_{i=1}^d \inf_{v \in V_h} \| \nabla (v_i^\ell - x_i - v) \|^2_{L^2(I_s(x_i))} \right)^{1/2} \times \left( \sum_{i=1}^d \inf_{v \in V_h} \| \nabla (\tilde{v}_i^\ell - x_i - v) \|^2_{L^2(I_s(x_i))} \right)^{1/2}, \tag{3.20}$$

where $v_i^\ell$ is the solution of (3.19) with $V_\ell = x_i$, while $\tilde{v}_i^\ell$ is the solution of (3.19) with $V_\ell = x_i$ and $a^\ell$ replaced by its transpose $(a^\ell)^t$. 

**Proof.** Using the definition of $\tilde{A}_H$, we write at each vertex $x_i$,

$$\tilde{A}_H(x_i)_{ij} = \langle \nabla v_i^\ell \rangle_{I_s(x_i)} \cdot \tilde{A}_H(x_i) \langle \nabla v_j^\ell \rangle_{I_s(x_i)} = \nabla x_i \cdot \langle a^\ell \nabla v_j^\ell \rangle_{I_s(x_i)}$$

$$= \langle \nabla x_i \cdot a^\ell \nabla v_j^\ell \rangle_{I_s(x_i)} = \langle \nabla \tilde{v}_i^\ell \cdot a^\ell \nabla v_j^\ell \rangle_{I_s(x_i)}.$$
where we have used (3.19) in the last step of the above equation. Proceeding in the same manner, we obtain
\[ \tilde{\mathbf{A}}_H(x_i)_{ij} = \langle \nabla \tilde{v}_{ij}^\epsilon \cdot a^\epsilon \nabla v_j^\epsilon \rangle_{I_\delta(x_i)}, \]
where \( \tilde{v}_{ij}^\epsilon \) is the solution of (2.3) with \( a^\epsilon \) replaced by its transpose. Combining the above two equations, we have
\[ (\tilde{\mathbf{A}}_H - \tilde{\mathbf{A}}_H)_{ij}(x_i) = \langle \nabla (\tilde{v}_{ij}^\epsilon - \tilde{v}_{ij}^\epsilon) \cdot a^\epsilon \nabla v_j^\epsilon \rangle_{I_\delta(x_i)} + \langle \nabla \tilde{v}_{ij}^\epsilon \cdot a^\epsilon \nabla (v_j^\epsilon - v_{ij}^\epsilon) \rangle_{I_\delta(x_i)}. \]
The first term in the right-hand side of the above equation is zero since \( \tilde{v}_{ij}^\epsilon - \tilde{v}_{ij}^\epsilon \in \mathcal{V} \).

Applying the same argument to the second term, we get
\[ (\tilde{\mathbf{A}}_H - \tilde{\mathbf{A}}_H)_{ij}(x_i) = \langle \nabla v_j^\epsilon \cdot \nabla (v_j^\epsilon - v_{ij}^\epsilon) \rangle_{I_\delta(x_i)} + \langle \nabla v_j^\epsilon \cdot \nabla (v_j^\epsilon - v_{ij}^\epsilon) \rangle_{I_\delta(x_i)}. \]
which gives (3.20) by combining the following standard estimates:

\[ \| \nabla (v_j^\epsilon - v_{ij}^\epsilon) \|_{L^2(I_\delta(x_i))} \leq \frac{\beta}{\alpha} \inf_{\mathbf{v} \in \mathcal{V}_h} \| \nabla (\mathbf{v} - x_i - v) \|_{L^2(I_\delta(x_i))}, \]
and
\[ \| \nabla v_j^\epsilon \|_{L^2(I_\delta(x_i))} \leq \frac{\beta}{\alpha} \inf_{\mathbf{v} \in \mathcal{V}_h} \| \nabla (\mathbf{v} - x_j - v) \|_{L^2(I_\delta(x_i))}. \]

If \( a^\epsilon \) is a symmetric matrix, then (3.20) changes to
\[ \| (\tilde{\mathbf{A}}_H - \tilde{\mathbf{A}}_H)(x_i) \| = \frac{\beta^3}{\alpha} \sum_{i=1}^{d} \inf_{\mathbf{v} \in \mathcal{V}_h} \| \nabla (\mathbf{v} - x_i - v) \|_{L^2(I_\delta(x_i))}^2. \]

So far we make no assumption on the form of the coefficient except that \( a^\epsilon \in \mathcal{M}(\alpha, \beta, D) \). For \( i = 1, \ldots, d \), let \( \Pi v_i^\epsilon \) be the standard Lagrange interpolant of \( v_i^\epsilon \), which is well defined because \( v_i^\epsilon \) is Hölder continuous in \( I_\delta(x_i) \) [20]. Taking \( \mathbf{v} = \Pi(v_i^\epsilon - x_i) \) in (3.21), we get
\[ \mathbf{v}_i^\epsilon - x_i - v = \mathbf{v}_i^\epsilon - x_i - \Pi(v_i^\epsilon - x_i) = \mathbf{v}_i^\epsilon - \Pi v_i^\epsilon. \]
Therefore,
\[ \| \nabla (\mathbf{v}_i^\epsilon - x_i - v) \|_{L^2(I_\delta(x_i))} = \| \nabla (\mathbf{v}_i^\epsilon - \Pi v_i^\epsilon) \|_{L^2(I_\delta(x_i))} \leq C h^{k'} \| \mathbf{v}_i^\epsilon \|_{H^{k'+1}(I_\delta(x_i))} \]
provided that \( \| \mathbf{v}_i^\epsilon \|_{H^{k'+1}(I_\delta(x_i))} \) is bounded. However, this regularity result may not be true for \( k' > 1 \) [26]. Moreover, even if this is true, we have to clarify the dependence of \( \| \mathbf{v}_i^\epsilon \|_{H^{k'+1}(I_\delta(x_i))} \) on the parameters \( \epsilon \) and \( \delta \), which is not easy if it is possible at all.

\[ \text{If } a^\epsilon \text{ is symmetric, then we may replace } \beta^3/\alpha^2 \text{ in (3.20) with } \beta \text{ by employing the energy norm } \| v \|_a \equiv (f_D \nabla v \cdot a^\epsilon \nabla v \, dx)^{1/2}; \text{ see } [11, \text{Remark 2.4.1}]. \]
When \( k' = 1 \), under the assumption
\[
|\nabla a^\varepsilon (x)| \leq C/\varepsilon \quad \text{a.e., } x \in D,
\]
Du and Ming [15] proved
\[
\|\nabla v^\varepsilon_i\|_{H^1(I_d(x_i))} \leq C/\varepsilon,
\]
where \( C \) is independent of \( \varepsilon \) and \( \delta \). This immediately implies
\[
(3.22) \quad \inf_{v \in Y_h} \| \nabla (v^\varepsilon_i - x_i - v) \|_{L^2(I_d(x_i))} \leq Ch/\varepsilon,
\]
where \( C \) is independent of \( \varepsilon, \delta, \) and \( h \).

If \( a^\varepsilon \) is a locally periodic matrix, i.e., \( a^\varepsilon (x) = a(x, x/\varepsilon) \), and \( a(x, y) \) is periodic in \( y \) with period \( Y \), then the situation is slightly different. When \( k' = 1 \) and the periodic cell problem is used with \( \delta = \varepsilon \), Abdulle [3] proved (3.22) under the assumption that \( \|\chi\|_{W^{2, \infty}(Y)} \) is bounded, where \( \chi \) is the solution of certain auxiliary problem, whose definition can be found in (3.23) below. For the periodic cell problems with \( \delta/\varepsilon \in \mathbb{N} \), we may use the method in [29, Chapter 3] to get
\[
\|v^\varepsilon_i\|_{H^{k'+1} (I_d(x_i))} \leq C \varepsilon^{-k'}.
\]
We would have for the periodic cell problem with \( \delta/\varepsilon \in \mathbb{N} \) and \( k' > 1 \),
\[
\inf_{v \in Y_h} \| \nabla (v^\varepsilon_i - x_i - v) \|_{L^2(I_d(x_i))} \leq C (h/\varepsilon)^{k'}.
\]
The same estimate can be found in [15, Corollary 3.10] and [4, Remark 9], which is based on a different argument. However, it is unclear whether the above regularity result holds true when \( \delta/\varepsilon \notin \mathbb{N} \). A related discussion on the discretization error for the Dirichlet and the periodic cell problems can be found in [4].

In what follows, we estimate the discretization error for the Dirichlet, the Neumann, and the periodic cell problems when \( a^\varepsilon \) is a locally periodic matrix. Instead of using the Lagrange interpolant in (3.21), we construct a special interpolant that is motivated by the following result.

**Lemma 3.7** (see [14, Lemma 3.2]). Let \( v^\varepsilon \) be the solution of (3.19), and define
\[
\tilde{V}^\varepsilon \equiv V^\varepsilon + \varepsilon (\chi \cdot \nabla) V^\varepsilon,
\]
where \( \chi (x, y) = \{\chi^j (x, y)\}_{j=1}^d \) is periodic in \( y \) with period \( Y \) and it satisfies
\[
(3.23) \quad -\frac{\partial}{\partial y_i} \left( a_{ik} \frac{\partial \chi^j}{\partial y_k} \right) (x, y) = \left( \frac{\partial}{\partial y_i} a_{ij} \right) (x, y) \text{ in } Y, \quad \int_Y \chi^j (x, y) \, dy = 0.
\]
Here \( V^\varepsilon \) is the linear approximation of \( V \) at \( x^\varepsilon \). If \( a^\varepsilon = a(x, x/\varepsilon) \) with \( a(x, y) \in C^{0,1}(D; L^\infty (Y)) \), and \( a(x, y) \) is periodic in \( y \) with period \( Y \), then there holds
\[
(3.24) \quad \| \nabla (v^\varepsilon - \tilde{V}^\varepsilon) \|_{L^2(I_d(x_i))} \leq C (\frac{\beta^2}{\alpha^2} \frac{\varepsilon}{\delta})^{1/2} \| \nabla V^\varepsilon \|_{L^2(I_d(x_i))}.
\]
A direct consequence of the above result is the following corollary.
Corollary 3.8. Define
\[ \tilde{V} = V + \varepsilon (\varphi X \cdot \nabla) V, \]
where \( \varphi \in C_c^\infty (I_s) \) is a cutoff function that satisfies \( |\nabla \varphi| \leq C/\varepsilon \), and
\[ \varphi (x) = \begin{cases} 
1 & \text{if dist}(x, \partial I_s(x)) \geq 2\varepsilon, \\
0 & \text{if dist}(x, \partial I_s(x)) \leq \varepsilon.
\end{cases} \]
If \( a^\varepsilon = a(x, x/\varepsilon) \) with \( a(x, y) \in C^{0,1}(D; L^\infty(Y)) \), and \( a(x, y) \) is periodic in \( y \) with period \( Y \), then there holds
\[ \| \nabla (v^\varepsilon - \tilde{V}) \|_{L^2(I_s(x))} \leq C \beta^2 \left( \frac{\varepsilon}{\delta} \right)^{1/2} \| \nabla V \|_{L^2(I_s(x))}. \]

Proof. Note that \( \tilde{V} \) is the solution of problem (20), and \( (\ref{3.21}) \). We have \( \| \nabla [(\tilde{V} - V)(1 - \varphi)] \|_{L^2(I_s(x))} \leq C \beta \left( \frac{\varepsilon}{\delta} \right)^{1/2} \| \nabla V \|_{L^2(I_s(x))} \),
which combines with (3.24) to yield
\[ \| \nabla (v^\varepsilon - \tilde{V}) \|_{L^2(I_s(x))} \leq \| \nabla (v^\varepsilon - \tilde{V}) \|_{L^2(I_s(x))} + \| \nabla (\tilde{V} - \tilde{V}) \|_{L^2(I_s(x))} \]
\[ \leq C \beta^2 \left( \frac{\varepsilon}{\delta} \right)^{1/2} \| \nabla V \|_{L^2(I_s(x))}. \]

Based on the above result, we estimate the error between \( v^\varepsilon \) and \( v_h^\varepsilon \).

Lemma 3.9. Let \( v^\varepsilon \) and \( v_h^\varepsilon \) be the solutions of problems (2.4) and (3.19), respectively. If
\[ \| \chi \|_{H^{1/2} + (Y)} < \infty, \]
and if in addition \( a^\varepsilon = a(x, x/\varepsilon) \) with \( a(x, y) \in C^{0,1}(D; L^\infty(Y)) \), and \( a(x, y) \) is periodic in \( y \) with period \( Y \), then
\[ \| \nabla (v^\varepsilon - v_h^\varepsilon) \|_{L^2(I_s(x))} \leq C \left( \frac{\varepsilon}{\delta} \right)^{1/2} + \frac{h^{1/2}}{\varepsilon^{k/2}} \| \nabla V \|_{L^2(I_s(x))}. \]

Proof. Similar to (3.21), we have
\[ \| \nabla (v^\varepsilon - v_h^\varepsilon) \|_{L^2(I_s(x))} \leq \frac{\beta}{\alpha} \inf_{v \in \mathcal{V}_h} \| \nabla (v^\varepsilon - \tilde{V} - v) \|_{L^2(I_s(x))}, \]

For the Dirichlet cell problem, we have \( \Pi \tilde{V} = V + \Pi (\tilde{V} - \tilde{V}) \). If follows from \( \tilde{V} - \tilde{V} \in H^1_0(I_s(x)) \) that \( \Pi (\tilde{V} - \tilde{V}) \in H^1_0(I_s(x)) \). This yields \( \Pi \tilde{V} - V \in \mathcal{V}_{D,h} \).

For the Neumann cell problem, an integration by parts gives
\[ \langle \nabla (\Pi \tilde{V} - V), I_s(x) \rangle = \langle \nabla \Pi (\tilde{V} - \tilde{V}), I_s(x) \rangle = 0, \]
which leads to \( \Pi \tilde{V} - V \in \mathcal{V}_{N,h} \).
For the periodic cell problem, we replace $\Pi \tilde{V}^\varepsilon - V_\ell$ by $\Pi \tilde{V}^\varepsilon - V_\ell + c$, where $c$ is a suitable constant such that $\langle \Pi \tilde{V}^\varepsilon - V_\ell + c \rangle_{I_\ell(x_\ell)} = 0$. Therefore, $\Pi \tilde{V}^\varepsilon - V_\ell + c \in \mathcal{V}_{P,h}$.

Taking $v = \Pi \tilde{V}^\varepsilon - V_\ell$ or $\Pi \tilde{V} - V_\ell + c$ in (3.28) and noticing

$$
\nabla (v^\varepsilon - V_\ell - v) = \nabla (v^\varepsilon - V_\ell - \Pi \tilde{V}^\varepsilon + V_\ell) = \nabla (v^\varepsilon - \Pi \tilde{V}^\varepsilon),
$$

and

$$
\nabla (v^\varepsilon - V_\ell - v) = \nabla (v^\varepsilon - V_\ell - \Pi \tilde{V}^\varepsilon + V_\ell - c) = \nabla (v^\varepsilon - \Pi \tilde{V}^\varepsilon),
$$

we get

$$
\left\| \nabla (v^\varepsilon - v_h^\varepsilon) \right\|_{L^2(I_\ell(x_\ell))} \leq \frac{\beta}{\alpha} \left( \left\| \nabla (v^\varepsilon - \Pi \tilde{V}^\varepsilon) \right\|_{L^2(I_\ell(x_\ell))} \right) \\
\leq \frac{\beta}{\alpha} \left( \left\| \nabla (v^\varepsilon - \tilde{V}^\varepsilon) \right\|_{L^2(I_\ell(x_\ell))} + \left\| \nabla (\tilde{V}^\varepsilon - \Pi \tilde{V}^\varepsilon) \right\|_{L^2(I_\ell(x_\ell))} \right).
$$

By the standard interpolation estimate, we have

$$
\left\| \nabla (\tilde{V}^\varepsilon - \Pi \tilde{V}^\varepsilon) \right\|_{L^2(I_\ell(x_\ell))} \leq C h^k \left\| \nabla^{k+1} \tilde{V}^\varepsilon \right\|_{L^2(I_\ell(x_\ell))}.
$$

A direct calculation gives

$$
\left\| \nabla^{k+1} \tilde{V}^\varepsilon \right\|_{L^2(I_\ell(x_\ell))} \leq C \varepsilon^{-k} \ell^{d/2} \left\| \nabla^k \chi \right\|_{L^2(Y)} \left\| \nabla v_\ell \right\| \\
= C \varepsilon^{-k} \left\| \nabla^k \chi \right\|_{L^2(Y)} \left\| \nabla v_\ell \right\|_{L^2(I_\ell(x_\ell))}.
$$

Combining the above two inequalities gives

$$
\left\| \nabla (\tilde{V}^\varepsilon - \Pi \tilde{V}^\varepsilon) \right\|_{L^2(I_\ell(x_\ell))} \leq C \varepsilon^{-k} \left\| \nabla^k \chi \right\|_{L^2(Y)} \left\| \nabla v_\ell \right\|_{L^2(I_\ell(x_\ell))},
$$

which together with (3.25) and (3.26) leads to (3.27).

Combining (3.27) and (3.20), we get the next lemma.

**LEMMA 3.10.** *Under the same condition as Lemma 3.9, we have*

$$
(3.29) \quad \left\| (\mathcal{A}_H - \widehat{\mathcal{A}}_H) (x_\ell) \right\|_F \leq C \left( \frac{\varepsilon}{\delta} + \frac{h^{2k}}{\varepsilon^{2k}} \right).
$$

Before proving the main theorem, we need an auxiliary result that quantifies the error between $\mathcal{A}$ and $\widehat{\mathcal{A}}_H$ at each vertex.

**LEMMA 3.11** (see [14, Theorem 3.4]). *If $a^\varepsilon = a(x, x/\varepsilon)$ with $a(x, y) \in C^0,1(D; L^\infty(Y))$, and $a(x, y)$ is periodic in $y$ with period $Y$, then, at each vertex $x_\ell$,

$$
(3.30) \quad \left\| (\mathcal{A} - \widehat{\mathcal{A}}_H) (x_\ell) \right\|_F \leq C \frac{\varepsilon^4}{\alpha^3} \left( \delta + \frac{\varepsilon}{\delta} \right).
$$

We are ready to prove the main theorem of the paper.

**THEOREM 3.12.** *For $i, j = 1, \ldots, d$, let $a_{ij}(x, y)$ be a periodic function in $y$ with period $Y$. If $a_{ij}(x, y)$ is smooth in both $x$ and $y$, $m$th order reconstruction is used. Moreover, if Assumption A and the conditions (3.14) and (3.26) hold, then

$$
(3.31) \quad \epsilon(HMM) \leq C \left( H^{m+1} + \delta + \frac{\varepsilon}{\delta} + \frac{h^{2k}}{\varepsilon^{2k}} \right).
$$


Proof. For any \( K \in \mathcal{T}_H \) and \( x \in K \), using (3.9), we have
\[
\| (A - R_{m}A)(x) \|_{F} \leq C (1 + A_{m}) H^{m+1},
\]
where \( C \) depends on \( \| A \|_{W^{m+1, \infty}(S_{i}(K))} \). Next, using (3.8), we have
\[
e(H_{\text{MM}}) \leq \max_{x \in K \atop K \in \mathcal{T}_H} \left( \| (A - R_{m}A)(x) \|_{F} + \| R_{m}(A - \tilde{A}_{H})(x) \|_{F} \right)
\leq C (1 + A_{m}) H^{m+1} + A_{m} \max_{x \in I_{i}(K) \atop K \in \mathcal{T}_H} \| (A - \tilde{A}_{H})(x) \|_{F}.
\]
Combining the above estimate with (3.30) and (3.29), we get (3.31).

Combining Lemma 3.2 and the above theorem, we obtain the error estimate of the proposed method.

**Corollary 3.13.** Under the same condition of Theorem 3.12, we have
\[
\| \nabla (U_{0} - U_{H}) \|_{L^{2}(D)} \leq C \left( H^{k} + H^{m+1} + \delta + \frac{\varepsilon}{\delta} + \frac{h^{2k'}}{\varepsilon^{2k'}} \right),
\]
\[
\| U_{0} - U_{H} \|_{L^{2}(D)} \leq C \left( H^{k+1} + H^{m+1} + \delta + \frac{\varepsilon}{\delta} + \frac{h^{2k'}}{\varepsilon^{2k'}} \right).
\]

4. **Numerical results.** To demonstrate the efficiency of the method, we report the numerical results of problem (1.1) with the following data:
\[
\left\{ \begin{array}{l}
a(x, x/\varepsilon) = \frac{(R_{1} + R_{2} \sin(2\pi x_{1}))(R_{1} + R_{2} \cos(2\pi x_{2}))}{(R_{1} + R_{2} \sin(2\pi x_{1}/\varepsilon))(R_{1} + R_{2} \sin(2\pi x_{2}/\varepsilon))} I, \\
f(x) = 1, \\
u(x) = 0 \quad \text{on } \partial D,
\end{array} \right.
\]
where \( \varepsilon = 10^{-6} \), \( D = (0, 1) \times (0, 1) \), and \( I \) is the 2 by 2 identity matrix. This problem has been studied in [15]. All our computations are carried out on an IBM laptop with core speed 2.50 GHz.

A direct calculation gives the explicit formula of the effective matrix as
\[
\mathcal{A}(x_{1}, x_{2}) = \frac{(R_{1} + R_{2} \sin(2\pi x_{1}))(R_{1} + R_{2} \cos(2\pi x_{2}))}{R_{1}\sqrt{R_{1}^{2} - R_{2}^{2}}} I.
\]
We take \( R_{1} = 2.5 \) and \( R_{2} = 1.5 \) in the simulation. The standard Gauss quadrature rule is used to compute the stiffness matrix in (2.1). At each quadrature node, \( \mathcal{A}_{H} \) is calculated by (2.2) or (2.5). To compute each entry of \( \tilde{\mathcal{A}}_{H} \), we use (2.3) and take the boundary data \( V_{I} \) in the cell problem (2.4) as \( e_{i} \cdot x \), where \( \{ e_{i} \}^{2}_{i=1} \) are the canonical basis. The domain \( D \) is triangulated with EasyMesh\(^2\) with \( H = 1/N \), and the cell \( I_{5} \) is also triangulated with EasyMesh with \( h = \delta/M \). In terms of \( N \) and \( M \), the error bound (3.32) changes to
\[
\| \nabla (U_{0} - U_{H}) \|_{L^{2}(D)} \leq C \left( N^{-k} + N^{-m-1} + \delta + \frac{\varepsilon}{\delta} + \frac{\delta^{2k'}}{(M\varepsilon)^{2k'}} \right),
\]
\[
\| U_{0} - U_{H} \|_{L^{2}(D)} \leq C \left( N^{-k-1} + N^{-m-1} + \delta + \frac{\varepsilon}{\delta} + \frac{\delta^{2k'}}{(M\varepsilon)^{2k'}} \right).
\]
\(^{2}\)See http://www-dinma.univ.trieste.it/nirftc/research/easymesh/.
4.1. Details for least-squares reconstruction. To recover $\mathcal{A}_H$ on an element $K$, the patch $S_t(K)$ is built by aggregating the elements around $K$ and collecting their vertices as $I_t(K)$. Three examples of $S_t(K)$ are shown in Figure 2.

A direct consequence of Assumption A is

\begin{equation}
\#I_t(K) \geq \binom{m + d}{d}.
\end{equation}

For large $m$ or the elements near the boundary, the cardinality $\#I_t(K)$ may be smaller than $\binom{m + d}{d}$ when $t = 1$. This obviously contradicts with (4.4). A natural way out of this difficulty is to include more layers in $S_t(K)$. For example, third order reconstruction requires at least 10 nodes. For the shadowed element in Figure 2(b), $\#I_1(K) = 7$. In order to sample enough nodal values, we use a larger patch as in Figure 2(c), in which $\#I_2(K) = 13$. Actually, an even larger patch is required to guarantee the uniform boundedness of $\Lambda(m, I_t(K))$ because the condition (3.14) essentially requires that $\#I_t(K)$ is of $O(m^{2d})$ for $m$th order reconstruction. However, it is worth noting that $\#I_t(K)$ is irrelevant to the cost of solving the linear system arising from (2.2) or (2.5). Moreover, it is observed that the reconstruction is more stable with a bigger $\#I_t(K)$.

In what follows, we compute $\Lambda(m, I_t(K))$ for three examples. First we consider $\mathcal{A}(x) = a(x)I$ with

\begin{equation}
a(x) = (x_1 + x_2 - 0.5)^2(x_1 - x_2 + 1)^2 \left(5 - 4(x - 0.2)^2 - 4(x_2 - 0.6)^2\right) + \frac{1}{2.1 + \sin(3\pi x_1/2 - 3) + \cos(2\pi x_2)}.
\end{equation}

We choose two types of elements in the triangulation as shown in Figure 3(a), one on the boundary and the other in the interior of the domain. The patches $S_2(K)$ for both elements are shown in Figure 3(b) and Figure 3(c), respectively. The corresponding values of $\Lambda(m, I_t(K))$ are reported in Table 1 and Table 2, respectively. It is clear that $\Lambda(m, I_t(K))$ is only slightly bigger than 1.0. The results for other patches are similar. Therefore, the quantity $\Lambda(m, I_t(K))$ can be controlled. We note that both element patches $S_2(K)$ in Figure 3(b) and Figure 3(c) are nonconvex; it would be interesting to know whether the convexity assumption on the element patch in Lemma 3.5 and Lemma A.1 can be removed.

Next we compute $\Lambda(m, I_t(K))$ for the effective coefficient (4.2). The contour line of the effective coefficient is shown in Figure 4(a). In view of the graph we may find that $\max_{x \in D} \mathcal{A}(x) = 3.2$ and the maximum is achieved at the points $(0.25, 0)$ and $(0.25, 1)$. Due to the symmetry of $\mathcal{A}(x)$, we only consider $\Lambda(m, I_t(K))$ over $S_2(K)$. 

![Figure 2: Examples of the element patches $S_t(K)$ with $t = 1, 2$.](image)
that is near the point (0.25, 0), where $S_2(K)$ is shown in Figure 4(b). Table 3 shows that $A(m, I_t(K))$ equals 1 for $m = 2, 3, 4$. Due to the property of $A(x)$, we may conclude that $A(m, I_t(K))$ is also uniformly bounded by a constant that is smaller than 2.

Next the effective coefficient $A(x) = a(x)I$ is taken as the probability density function of normal distribution

$$a(x) = 0.01 + \exp \left( -\frac{(x_1 - 0.85)^2 + (x_2 - 0.85)^2}{2\sigma^2} \right)$$

with $\sigma = 0.12$. 

---

**Figure 3.** The mesh and two examples of a nonconvex element patch.

**Table 1**

Constant $A(m, I_t(K))$ when $K$ is on the boundary.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$|p|_{L^\infty}(S_2(K))$</th>
<th>$|p|_{\ell^\infty}$</th>
<th>$A(m, I_t(K))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>6.2361</td>
<td>6.1981</td>
<td>1.0061</td>
</tr>
<tr>
<td>3</td>
<td>6.2534</td>
<td>6.2210</td>
<td>1.0052</td>
</tr>
<tr>
<td>4</td>
<td>6.2575</td>
<td>6.2229</td>
<td>1.0059</td>
</tr>
</tbody>
</table>

**Table 2**

Constant $A(m, I_t(K))$ when $K$ is inside the domain.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$|p|_{L^\infty}(S_2(K))$</th>
<th>$|p|_{\ell^\infty}$</th>
<th>$A(m, I_t(K))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4.8370</td>
<td>4.7774</td>
<td>1.0125</td>
</tr>
<tr>
<td>3</td>
<td>4.9150</td>
<td>4.8217</td>
<td>1.0193</td>
</tr>
<tr>
<td>4</td>
<td>6.9650</td>
<td>6.3542</td>
<td>1.0867</td>
</tr>
</tbody>
</table>

**Figure 4.** Contour line and $S_2(K)$.
Table 3

<table>
<thead>
<tr>
<th>$m$</th>
<th>$|p|_{L^\infty(S_2(K))}$</th>
<th>$|p|_{L^\infty}$</th>
<th>$\Lambda(m, I_t(K))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3.1995</td>
<td>3.1995</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>3.1998</td>
<td>3.1998</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>3.20</td>
<td>3.20</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4

<table>
<thead>
<tr>
<th>$m$</th>
<th>$|p|_{L^\infty(S_2(K))}$</th>
<th>$|p|_{L^\infty}$</th>
<th>$\Lambda(m, I_t(K))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.2251</td>
<td>0.2234</td>
<td>1.0101</td>
</tr>
<tr>
<td>3</td>
<td>0.3903</td>
<td>0.2193</td>
<td>1.7794</td>
</tr>
<tr>
<td>4</td>
<td>0.8162</td>
<td>0.2198</td>
<td>3.7131</td>
</tr>
</tbody>
</table>

Table 5

<table>
<thead>
<tr>
<th>$m$</th>
<th>$t = 2$</th>
<th>$t = 3$</th>
<th>$t = 4$</th>
<th>$t = 5$</th>
<th>$t = 6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.0101</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>3</td>
<td>1.7794</td>
<td>1.4165</td>
<td>1.1808</td>
<td>1.0768</td>
<td>1.0341</td>
</tr>
<tr>
<td>4</td>
<td>3.7131</td>
<td>1.6604</td>
<td>1.9327</td>
<td>1.8771</td>
<td>1.7860</td>
</tr>
</tbody>
</table>

The mesh is generated by refining an initial grid near the diagonal, $S_2(K)$ is located at the position where the element size varies dramatically, while each element is shape-regular. We refer to Figure 5(b) for an example of $S_2(K)$.

Now we compute $\Lambda(m, I_t(K))$ for the above coefficient $A(x)$ and take $S_2(K)$ from Figure 5(b). It follows from Table 4 that $\Lambda(m, I_t(K))$ grows with the reconstruction order $m$.

It follows from Table 5 that $\Lambda(m, I_t(K))$ is smaller than 2 when $t$ is bigger than 3. This is consistent with Lemma 3.5.

4.2. Numerical examples for the method. In order to examine the convergence order of the reconstruction, we use the nodal values of the homogenized coefficients (4.2) as the input data of the least-squares reconstruction. The error bound (3.32) changes to

\[
\|\nabla(U_0 - U_H)\|_{L^2(D)} \leq C (N^{-k} + N^{-m-1}),
\]

\[
\|U_0 - U_H\|_{L^2(D)} \leq C (N^{-k-1} + N^{-m-1}).
\]

Fig. 5. The mesh and $S_2(K)$.
In view of (4.5), we conclude that in terms of the $H^1/L^2$ error, \((k-1)/k\)th order reconstruction has to be used to match the \(k\)th order macroscopic solver, respectively. Table 6 shows clearly that the estimate (4.5) is optimal when \(m = k = 1\). The results in Tables 7 and 8 illustrate the need to use second order reconstruction in order to obtain the optimal $L_2$ error estimate for the quadratic macroscopic solver. The results in Tables 6–8 are based on the least-squares reconstruction with constraints.

It is interesting to compare the reconstruction procedures with or without constraints. We report the results in Tables 8 and 9, respectively. They agree with the expectation that both methods achieve full order accuracy, while the constrained reconstruction slightly outperforms the one without constraints.

In what follows, we consider the case when the nodal values of the effective coefficients are obtained by solving the cell problems. Beside the macro-micro discretization error, there is another term, namely, $\delta + \varepsilon/\delta$, which stands for the so-called resonance error. Extensive numerical experiments have been carried out to illustrate the influence of the resonance error in HMM-FEM; see [30, 41, 15, 23] and references therein. We shall not repeat this here, and we solve the periodic cell problems with $\delta = \varepsilon$. If the macroscopic solver is the quadratic element, the microscopic solver is the linear element, and if the second order reconstruction with constraints are used, then the
error estimate changes to

\[ \| \nabla (U_0 - U_H) \|_{L^2(D)} \leq C(N^{-2} + \varepsilon + M^{-2}), \]

\[ \| U_0 - U_H \|_{L^2(D)} \leq C(N^{-3} + \varepsilon + M^{-2}). \]

Equating the terms in the right-hand side of the above inequalities except \( \varepsilon \), since it is very small, i.e., \( \varepsilon = 10^{-6} \), we get the following refinement strategy on the microcell, which has been proposed in [15]:

\[
M = \begin{cases} 
  N, & H^1 \text{ error}, \\
  N^{3/2}, & L^2 \text{ error}, 
\end{cases}
\]

and we take \( M = N^{3/2} \) in the simulation.

A method based on the midpoint quadrature rule is proposed in [15] for the quadratic macroscopic solver (\( P_2 \)-edge for short). We report the results for our method and \( P_2 \)-edge in Tables 10 and 11, respectively. The CPU time of the new method asymptotically approaches one third the CPU time of \( P_2 \)-edge. The saving is due to the fact that the number of cell problems for \( P_2 \)-edge is proportional to the total number of edges, while the number of cell problems for our method is proportional to the total number of vertices, which is asymptotically one third the number of the edges in a two-dimensional simplex mesh as the mesh size tends to zero.

In the last example, the refinement strategy \( M = N^{3/2} \) on the microcell makes the overall cost increase rather rapidly as the macroscopic mesh is refined. The situation is even worse if we use a cubic element as the macroscopic solver. In this case,

\[ \| \nabla (U_0 - U_H) \|_{L^2(D)} \leq C(N^{-3} + \varepsilon + M^{-2k'}), \]

\[ \| U_0 - U_H \|_{L^2(D)} \leq C(N^{-4} + \varepsilon + M^{-2k'}). \]

If \( k' = 1 \), then \( M = N^2 \), which leads to a sharp growth in the overall cost. We use a high order microscopic solver to reduce the cost. For example, if \( k' = 2 \), then \( M = N \). The advantage of the high order microscopic solver is quite significant by the results in Tables 12 and 13, at least for the problem with smooth microstructures. The higher order microscopic solver has been advocated in [1].
5. Conclusion. In this paper, we have proposed a new high order HMM-FEM based on a local least-squares reconstruction of the effective coefficients. Theoretical and numerical results show that the method is more efficient than the high order HMM-FEM in [18] and [15]. We also gave a unified analysis of the discretization error for the locally periodic problems when the cell problem is subject to the Dirichlet, the Neumann, or the periodic boundary condition.

Noticing that the proposed method is problem independent, it can be readily extended to the nonlinear problem, the parabolic problem, and the wave equation; see [18, 21, 22, 31, 16, 2]. We believe that the present idea is not limited to HMM—it may also be used in other multiscale methods (see [44]), which will be a subject of our future work.

Appendix A. An explicit bound for $\Lambda(m, I_t(K))$. In this appendix, we give an explicit condition on $m$ for the validity of the uniform upper bound of $\Lambda(m, I_t(K))$ in the case of $d = 2$. We proceed essentially along the same line of Lemma 3.5 with certain modifications.

**Lemma A.1.** If $S_t(K)$ is a convex polygon and

(A.1) \[ m < \frac{3\sqrt{3}(t^2 + 4\nu)}{8\pi(t + 1)}\nu^{-3/2}, \]

then

(A.2) \[ \Lambda(m, I_t(K)) \leq 2. \]

**Proof.** For any polynomial $p$ of degree $m$, denote by $\bar{x} \in S_t(K)$ such that $|p(\bar{x})| = \max_{x \in S_t(K)} |p(x)|$. If $\bar{x} \in I_t(K)$, then we have $\Lambda(m, I_t(K)) = 1$. Otherwise, we denote by $\bar{x}_t = \arg\min_{y \in I_t(K)} |y - \bar{x}|$. If $\bar{x}$ is on the boundary of $S_t(K)$, then $|\bar{x}_t - \bar{x}| \leq H_K/2$. By Taylor expansion,

\[ p(\bar{x}_t) = p(\bar{x}) + (\bar{x}_t - \bar{x}) \cdot \nabla p(\bar{x}) \]

with $\xi_x$ a point on the line with end points $\bar{x}$ and $\bar{x}_t$. This gives

(A.3) \[ |p(\bar{x})| \leq |p(\bar{x}_t)| + \frac{H}{2} \max_{x \in S_t(K)} |\nabla p(x)|. \]
If $\tilde{x}$ is in the interior of $S_t(K)$, then $\nabla p(\tilde{x}) = 0$. By Taylor expansion,

$$p(\tilde{x}) = p(\tilde{x}) + \frac{1}{2}(\tilde{x} - \tilde{x})^2 \cdot \nabla^2 p(\xi_x)$$

with $\xi_x$ a point on the line with end points $\tilde{x}$ and $\tilde{x}_t$. This implies

$$|p(\tilde{x})| = |p(\tilde{x})| + \frac{H^2}{2} \max_{x \in S_t(K)} |\nabla^2 p(x)|.$$  \hspace{1cm} (A.4)

Applying the Markov inequality to (A.3) and (A.4), respectively, we obtain

$$\max_{x \in S_t(K)} |p(x)| \leq \max_{x \in I_t(K)} |p(x)| + 2 \frac{m^2 H}{w(K)} \max_{x \in S_t(K)} |p(x)|$$

and

$$\max_{x \in S_t(K)} |p(x)| \leq \max_{x \in I_t(K)} |p(x)| + 2 \left( \frac{2m^2 H}{w(K)} \right)^2 \max_{x \in S_t(K)} |p(x)|,$$

respectively.

Since $K$ is a convex polygon, we have

$$p_t(K) \geq 2t \min_{K \in S_t(K)} H_K \geq 2t \min_{K \in S_t(K)} \rho_K.$$  

Notice that

$$p_t \leq (\#I_t(K) - \#I_{t-1}(K)) H.$$  

Combing the above two inequalities, we obtain the recursive relation

$$\#I_t(K) - \#I_{t-1}(K) \geq 2t / \nu,$$

which together with $\#I_0(K) = 3$ gives

$$\#I_t(K) \geq 3 + t(t+1) / \nu.$$  

Next, by Euler’s formula,

$$\#S_t(K) = \#I_t(K) + \#I_{t-1}(K) + 2.$$  

Combining the above three inequalities, we get

$$\#S_t(K) = \#I_t(K) - \#I_{t-1}(K) + 2 \#I_{t-1}(K) + 2$$

$$\geq 8 + 2t^2 / \nu.$$  

For any vertex $x$ of $K$, we have $\text{dist}(x, \partial S_t(K)) \leq (t + 1)H$, which implies

$$p_t(K) \leq 2\pi(t+1)H.$$  

By the Finsler–Hadwiger inequality [19], we have

$$\text{mes}K \geq \frac{3\sqrt{3}}{4} \rho_K^2.$$
Combining the above three inequalities and (3.17), we get the following lower bound of the width \( w(K) \):

\[
w(K) \geq \frac{3\sqrt{3}}{2\pi(t+1)\nu} \min_{K \in S_t(K)} \rho_K.
\]

Using the condition (A.1), we have

\[
\max_{x \in S_t(K)} |p(x)| \leq \max_{x \in I_t(K)} |p(x)| + \frac{1}{2} \max_{x \in S_t(K)} |p(x)|,
\]

which implies (A.2).
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