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#### Abstract

We introduce a new function space, dubbed as the Barron spectrum space, which arises from the target function space for the neural network approximation. We give a Bernstein type sufficient condition for functions in this space, and clarify the embedding among the Barron spectrum space, the Bessel potential space, the Besov space and the Sobolev space. Moreover, the unexpected smoothness and the decaying behavior of the radial functions in the Barron spectrum space have been investigated. As an application, we prove a dimension explicit $L^{q}$ error bound for the two-layer neural network with the Barron spectrum space as the target function space, the rate is dimension independent.
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## 1 Introduction

Several target function spaces have been scattered in the literature for the neural network approximation, such as the potential space, the reproducing kernel space [23,29,42], the Sobolev space [44], the Besov space [17] and its variant of the dominating mixed smoothness [54], among many others. In Barron's seminal work [2], he proved that for a function that has a finite first moment of the magnitude of the Fourier transform, the convergence rate for a feedforward artificial neural network with sigmoidal nonlinearity is

[^0]$\mathcal{O}\left(n^{-1 / 2}\right)$ with $n$ the number of the neurons. Roughly speaking, such function class may be rephrased as
\[

$$
\begin{equation*}
f \text { has Fourier transform } \widehat{f} \text { with } \int_{\mathbb{R}^{d}}|x||\widehat{f}(x)| \mathrm{d} x<\infty . \tag{1.1}
\end{equation*}
$$

\]

For any $f \in L^{1}\left(\mathbb{R}^{d}\right)$, its Fourier transform is defined by

$$
\widehat{f}(\xi)=\int_{\mathbb{R}^{d}} f(x) e^{-2 \pi i x \cdot \xi} \mathrm{~d} x .
$$

The novelty of this result lies in the fact that the convergence rate is independent of the dimension of the ambient space, and cracks the curse of the dimensionality $[4,16]$. The spectrum norm was extended to second order to study the approximation rate for hinging functions by Breiman in [9]. Hornik et al [26] introduced the spectrum norm of arbitrary positive integer order $m$ :

$$
\int_{\mathbb{R}^{d}} \max \left\{1,|x|^{m}\right\}|\widehat{f}(x)| \mathrm{d} x .
$$

Several works have been devoted to study the spectrum norm in the literature; see [10, $\S 7.2$ ] and $[16,45]$. In a series of work [19, 20], E et al have defined a function class, which is dubbed as Barron space. Barron space contains infinitely wide neural networks with certain controls over the parameters, which depends on the activation function used in the neural network. The relation among Barron spaces and the so-called Fourier-analytic Barron space have been established in [11, §7]. They have studied the pointwise behavior of the functions in Barron space, and have proved the direct and inverse approximation theorems for the two-layer neural network approximation. It is worth mentioning that the approximation class for the deep neural network have recently been investigated in $[19,24]$.

Motivated by (1.1), for $s \in \mathbb{R}$ and $1 \leq p \leq 2$, we introduce a new function space $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$, called Barron spectrum space, which consists of $f \in L^{p}\left(\mathbb{R}^{d}\right)$ with $\int_{\mathbb{R}^{d}}|x|^{s}|\widehat{f}(x)| \mathrm{d} x<\infty$ (see Definition 2.1). Compared with the original Barron class or the Fourier-analytic Barron space, we include the $L^{p}$-norm in addition to the spectrum norm and our definition is independent of the choice of the activation functions. It is a Banach space as shown in the next part. We shall study the properties of $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ and clarify the relationship among $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ and certain commonly used target function spaces for the neural network approximation. For any $s>-d / p$ and $1 \leq p \leq 2$, we prove the embedding

$$
B_{p, 1}^{s+d / p}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right) \hookrightarrow B_{\infty, 1}^{s}\left(\mathbb{R}^{d}\right)
$$

holds, where $B_{p, q}^{\alpha}\left(\mathbb{R}^{d}\right)$ is the Besov space with $\alpha \in \mathbb{R}$ and $1 \leq p, q \leq \infty$. With the aid of this inclusion, we establish the embedding between $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ and the Sobolev space. Moreover, we prove the relation between $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ and the Bessel potential space. Another
consequence of the above inclusion is that the function in $\mathcal{B}_{s, p}$ with a nonnegative index $s$ is smooth. We give a precise estimate for this statement; cf. Theorem 4.4. Moreover, the smoothness of the functions in $\mathcal{B}_{s, p}$ with a negative index $s$ may be characterized by $L^{p}$-modulus of continuity as addressed in Section 3.

To understand the radial basis function neural networks [41], we study the radial function in $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ with a nonnegative index $s$. Roughly speaking, the radial functions in $\mathcal{B}_{s, p}$ with certain $p$ become smoother as the increasing of the dimension, though at the expense of an exponentially large embedding constant with respect to the dimension. Moreover, we prove a decaying result in the spirit of Strauss' inequality [53], which shows that the decaying rate of the radial function in $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ at infinity is $(1-d) / 2$.

As an application, we derive the approximation rate of the two-layer neural network with $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ as the target function space. For the two-layer neural networks with commonly used activation functions, we prove $\mathrm{L}^{q}$ approximation rate with an explicit dimension dependence. The rate is $\mathcal{O}\left(n^{-\gamma(q)}\right)$ with $\gamma(q)=\min (1-1 / q, 1 / 2)$ and $n$ the number of neurons, which is dimension independent. This recovers the classical approximation results $[2,9,30,46,48]$ when $q=2$, while we only need a target function with a smaller smoothness index $s$. In case of $1 \leq q<2$, the rate $1-1 / q$ may be improved to $1 / 2$ when $s \geq 1 / 2$. We conclude that $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ may also be used as a target function space for the neural network approximation in high dimension.

Barron spectrum space $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ may be regarded as one realization of Barron's definition (1.1). It definitely admits other realizations such as $f$ is a tempered distribution, and endowed with merely the spectrum norm. This realization is a special case of the so-called Fourier Besov space [27] or Fourier-Herz space [12, 33], which has been exploited to prove the global existence of the solution for Navier-Stokes equation [34] and Keller-Segel equations [27]. We shall study the relationship among $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ and this realization as well as some other target function spaces in the neural network approximation [ $3,10,37,48$ ], just name a few of them, in the future work.

The paper is organized as follows. In Section 2, we introduce the Barron spectrum space and prove some basic properties. In Section 3, we give some sufficient conditions for functions in the Barron spectrum spaces. In Section 4, we clarify its relation to the Sobolev space, the Besov space and the Bessel potential space with suitable indices. In Section 5, we discuss the decay behavior of the radial functions in the Barron spectrum spaces. And in the last section, we show an application of the Barron spectrum space for the approximation of two-layer neural networks.

Finally, we make some conventions on notation. Throughout this paper, we denote by $C$ a positive constant which is independent of the main parameters, but may vary from line to line. The symbol $f \lesssim g$ means that there exists a positive constant $C$ such that $f \leq C g$, and $f \gtrsim g$ means that there exists a positive constant $C$ such that $f \geq C g$. Moreover, $f \sim g$ abbreviates $f \lesssim g \lesssim f$. Given any $p \in[1, \infty]$, let $p^{\prime}:=p /(p-1)$ be its conjugate index. Also, for any subset $E \subset \mathbb{R}^{d}, \chi_{E}$ denotes its characteristic function. For any $x \in \mathbb{R}^{d}$, let $\|x\|_{p}:=\left(\sum_{i=1}^{d}\left|x_{i}\right|^{p}\right)^{1 / p}$ be the $\ell_{p}$ norm of $x$ with $1 \leq p<\infty$. We may use $|x|$ in lieu of $\|x\|_{2}$ without abuse of the notations. We denote the unit ball of the $\ell_{1}$ norm on $\mathbb{R}^{d}$ by $B_{1}^{d}$, whose
volume is $2^{d} / d!$. The ball of the $\ell_{1}$ norm on $\mathbb{R}^{d}$ centered at the origin with radius $r>0$ is denoted by $B_{1}^{d}(r)$, whose volume is $2^{d} r^{d} / d!$. We denote the surface area of the unit sphere by $\omega_{d-1}$, i.e., $\omega_{d-1}=2 \pi^{d / 2} / \Gamma(d / 2)$.

## 2 Barron spectrum space and its basic properties

Definition 2.1. Let $1 \leq p \leq 2$ and $s \in \mathbb{R}$. The Barron spectrum space consists of functions $f \in L^{p}\left(\mathbb{R}^{d}\right)$ satisfying

$$
\|f\|_{v_{s}}:=\int_{\mathbb{R}^{d}}\|x\|_{1}^{s}|\widehat{f}(x)| \mathrm{d} x<\infty
$$

Moreover, define

$$
\|f\|_{\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)}:=\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)}+\|f\|_{v_{s}} .
$$

We firstly show that $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ is a Banach space.
Theorem 2.1. (i) For $1 \leq p \leq 2$ and $-\infty<s<\infty, \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ is a Banach space;
(ii) $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ is not a Banach space if the norm $\|f\|_{\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)}$ is replaced by $\|f\|_{v_{s}}$ whenever $s+d / p>0$.
We shall frequently use the Hausdorff-Young inequality [50]. For any $1 \leq p \leq 2$ and $f \in L^{p}\left(\mathbb{R}^{d}\right)$, there holds

$$
\begin{equation*}
\|\widehat{f}\|_{L^{p^{\prime}}\left(\mathbb{R}^{d}\right)} \leq\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)} . \tag{2.1}
\end{equation*}
$$

Proof of Theorem 2.1. (i) It is easy to verify that $\|\cdot\|_{\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)}$ is a norm and $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ is a linear metric space. Thus, it remains to check that $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ is complete. For any Cauchy series $\left\{f_{j}\right\}_{j=1}^{\infty}$ in $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$, there exists $f \in L^{p}\left(\mathbb{R}^{d}\right)$ such that

$$
\lim _{j \rightarrow \infty}\left\|f-f_{j}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)}=0
$$

From the Hausdorff-Young inequality (2.1), it follows that

$$
\lim _{j \rightarrow \infty}\left\|\widehat{f}-\widehat{f}_{j}\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{d}\right)}=0
$$

Therefore, there exists a subsequence $\left\{f_{j_{k}}\right\}$ such that

$$
\lim _{k \rightarrow \infty} \widehat{f}_{j_{k}}(x)=\widehat{f}(x) \quad \text { a.e. } \quad x \in \mathbb{R}^{d}
$$

Define a measure $\mu$ by setting that for any measurable set $E \subset \mathbb{R}^{d}$,

$$
\mu(E):=\int_{E}\|x\|_{1}^{s} \mathrm{~d} x .
$$

From the fact that $\left\{f_{j}\right\}$ is the Cauchy sequence in $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$, it follows that

$$
\lim _{k, i \rightarrow \infty} \int_{\mathbb{R}^{d}}\left|\widehat{f}_{k}(x)-\widehat{f}_{j_{i}}(x)\right| d \mu(x)=0 .
$$

This implies that there exists a subsequence $\left\{f_{k_{k m}}\right\}$ and $g \in L^{1}(\mu)$ such that

$$
\lim _{m \rightarrow \infty} \widehat{f}_{k_{k m}}(x)=g(x) \quad \mu-\text { a.e. } \quad x \in \mathbb{R}^{d}
$$

It is easy to verify that for any measurable set $E \subset \mathbb{R}^{d}, \mu(E)=0$ is equivalent to $|E|=0$. This leads to

$$
\lim _{m \rightarrow \infty} \widehat{f}_{k_{k m}}(x)=g(x) \quad \text { a.e. } \quad x \in \mathbb{R}^{d}
$$

Therefore,

$$
g(x)=\widehat{f}(x) \quad \text { a.e. } \quad x \in \mathbb{R}^{d}
$$

and then $f \in \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$. This proves that $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ is a Banach space.
(ii) If $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ is also complete equipped with the norm $\|\cdot\|_{v_{s}}$ then by Banach's theorem, we would have that for any $f \in \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$,

$$
\|f\|_{\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)} \sim\|f\|_{v_{s}} .
$$

Therefore,

$$
\begin{equation*}
\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)} \lesssim\|f\|_{v_{s}} . \tag{2.2}
\end{equation*}
$$

We shall show this is not the case by the following example.
Define

$$
f_{n}(x):=\left(\sum_{k=1}^{n} 2^{k(s+2 d)} \phi_{k}\right)^{\vee}(x),
$$

where $\phi_{k}(x)=\prod_{i=1}^{d} \psi_{k}\left(x_{i}\right)$ with

$$
\psi_{k}(t)= \begin{cases}2^{-k}-|t|, & \frac{3}{4} 2^{-k}<|t| \leq 2^{-k} \\ |t|-2^{-k-1}, & 2^{-k-1} \leq|t|<\frac{3}{4} 2^{-k} \\ 0, & \text { otherwise }\end{cases}
$$

We only give the details for $d=1$ because the extension to $d>1$ is straightforward.
A direct calculation gives

$$
f_{n}(x)=\frac{1}{2 \pi^{2} x^{2}} \sum_{k=1}^{n} 2^{k(s+2)}\left(2 \cos \frac{3 \pi x}{2^{k}}-\cos \frac{2 \pi x}{2^{k}}-\cos \frac{\pi x}{2^{k}}\right) .
$$

By trigonometric identity, we have

$$
2 \cos \frac{3 \pi x}{2^{k}}-\cos \frac{2 \pi x}{2^{k}}-\cos \frac{\pi x}{2^{k}}=-2 \sin \frac{\pi x}{2^{k+1}}\left(2 \sin \frac{5 \pi x}{2^{k+1}}+\sin \frac{3 \pi x}{2^{k+1}}\right) .
$$

Using the elementary inequality $|\sin x| \leq|x|$, we obtain

$$
\left|2 \cos \frac{3 \pi x}{2^{k}}-\cos \frac{2 \pi x}{2^{k}}-\cos \frac{\pi x}{2^{k}}\right| \leq \frac{13}{2} \frac{\pi^{2} x^{2}}{4^{k}} .
$$

This gives

$$
\left|f_{n}(x)\right| \leq 4 \sum_{k=1}^{n} 2^{k s}, \quad|x| \leq 1 .
$$

Moreover, for $|x|>1$, we have

$$
\left|f_{n}(x)\right| \leq \frac{2}{\pi^{2} x^{2}} \sum_{k=1}^{n} 2^{k(s+2)}
$$

Using the above two estimates, we get

$$
\begin{aligned}
\left\|f_{n}\right\|_{L^{p}(\mathbb{R})}^{p} & =2 \int_{0}^{\infty}\left|f_{n}(x)\right|^{p} \mathrm{~d} x \\
& \leq 2\left(\sum_{k=1}^{n} 2^{k(s+2)}\right)^{p}\left(4^{p}+\left(\frac{2}{\pi^{2}}\right)^{p} \int_{1}^{\infty} x^{-2 p} \mathrm{~d} x\right) \\
& =2\left(\sum_{k=1}^{n} 2^{k(s+2)}\right)^{p}\left(4^{p}+\left(\frac{2}{\pi^{2}}\right)^{p} \frac{1}{2 p-1}\right) .
\end{aligned}
$$

Hence,

$$
\left\|f_{n}\right\|_{L^{p}(\mathbb{R})} \leq 2^{1 / p}\left(4+\frac{2}{\pi^{2}}\left(\frac{1}{2 p-1}\right)^{1 / p}\right) \sum_{k=1}^{n} 2^{k(s+2)} \lesssim 2^{n(s+2)} .
$$

This means that for any fixed $n$,

$$
\left\|f_{n}\right\|_{L^{p}(\mathbb{R})}<\infty .
$$

By the Hausdorff-Young inequality,

$$
\left\|f_{n}\right\|_{L^{p}(\mathbb{R})} \geq\left\|\widehat{f}_{n}\right\|_{L^{p^{\prime}}(\mathbb{R})}=\frac{1}{4}\left(p^{\prime}+1\right)^{1 / p^{\prime}}\left(\sum_{k=1}^{n} 2^{k\left((s+1) p^{\prime}-1\right)}\right)^{1 / p^{\prime}} \sim 2^{n(s+1 / p)}
$$

On the other hand, a direct computation gives

$$
\left\|f_{n}\right\|_{v_{s}}=\sum_{k=1}^{n} 2^{k(s+2)} \int_{\mathbb{R}}|x|^{s} \psi_{k}(x) \mathrm{d} x=\frac{1}{2(s+2)} \sum_{k=1}^{n} \frac{1}{2^{k}}<\frac{1}{2(s+2)} .
$$

For such $f_{n}$ with sufficiently large $n$, it is impossible for the inequality (2.2) to be true because the right-hand side of (2.2) is $\mathcal{O}(1)$, while the left-hand side is $\mathcal{O}\left(2^{n s}\right)$ when $s>-1 / p$. Therefore, we conclude that $\mathcal{B}_{s, p}(\mathbb{R})$ is not complete endowed with merely the spectral norm $\|\cdot\|_{v_{s}}$. This proves the second statement and completes the proof of Theorem 2.1.

A direct consequence of the above theorem is
Corollary 2.1. For $s \in \mathbb{R}, \mathcal{B}_{s, 1}\left(\mathbb{R}^{d}\right)$ is a commutative Banach algebra under convolution.
Proof. By Young's inequality, we obtain that for any $f, g \in \mathcal{B}_{s, 1}\left(\mathbb{R}^{d}\right)$,

$$
\|f * g\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leq\|f\|_{L^{1}\left(\mathbb{R}^{d}\right)}\|g\|_{L^{1}\left(\mathbb{R}^{d}\right)} .
$$

Moreover,

$$
\|f * g\|_{v_{s}}=\int_{\mathbb{R}^{d}}\|x\|_{1}^{s}|\widehat{f * g}(x)| \mathrm{d} x=\int_{\mathbb{R}^{d}}\|x\|_{1}^{s}\left|\widehat{f(x)}\|\widehat{g(x)} \mid \mathrm{d} x \leq\| f\left\|_{v_{s}}\right\| g \|_{L^{1}\left(\mathbb{R}^{d}\right)} .\right.
$$

A combination of the above two inequalities leads to

$$
\|f * g\|_{\mathcal{B}_{s, 1}\left(\mathbb{R}^{d}\right)} \leq\|f\|_{\mathcal{B}_{s, 1}\left(\mathbb{R}^{d}\right)}\|g\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leq\|f\|_{\mathcal{B}_{s, 1}\left(\mathbb{R}^{d}\right)}\|g\|_{\mathcal{B}_{s, 1}\left(\mathbb{R}^{d}\right)} .
$$

This proves the assertion.
It is natural to discuss the chain of embedding for $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ with varying $s$ and $p$.
Theorem 2.2 (Monotonicity of $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ ). (i) Let $1 \leq p \leq 2$ and $-d / p<s_{1}<s_{2}$. There holds

$$
\begin{equation*}
\mathcal{B}_{s_{2}, p}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{s_{1}, p}\left(\mathbb{R}^{d}\right) . \tag{2.3}
\end{equation*}
$$

(ii) Let $1 \leq p \leq 2$ and $s \geq 0$. There holds

$$
\mathcal{B}_{s, 1}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{s, 2}\left(\mathbb{R}^{d}\right)
$$

Remark 2.1. We point that the inclusion (2.3) is proper. Indeed, consider the distance function on $\mathbb{R}$ :

$$
f(x):=\max (1-|x|, 0)
$$

Thus, for any $x \in \mathbb{R}$,

$$
\widehat{f}(x)=\left(\frac{\sin \pi x}{\pi x}\right)^{2}
$$

It is clear that

$$
\|f\|_{L^{p}(\mathbb{R})}=(2 /(1+p))^{1 / p}
$$

with $1 \leq p \leq 2$. And for any $-1<s<1$,

$$
\begin{aligned}
\|f\|_{v_{s}} & =2 \int_{0}^{\infty} x^{s} \frac{\sin ^{2}(\pi x)}{\pi^{2} x^{2}} \mathrm{~d} x \leq 2 \int_{0}^{1} x^{s} \mathrm{~d} x+\frac{2}{\pi^{2}} \int_{1}^{\infty} x^{s-2} \mathrm{~d} x \\
& =\frac{2}{1+s}+\frac{2}{\pi^{2}(1-s)}<\infty
\end{aligned}
$$

This implies that $f \in \mathcal{B}_{s, p}(\mathbb{R})$ with $-1<s<1$, while

$$
\begin{aligned}
\|f\|_{v_{1}} & =\frac{2}{\pi^{2}} \int_{0}^{\infty} \frac{\sin ^{2}(\pi x)}{x} \mathrm{~d} x \geq \frac{2}{\pi^{2}} \int_{1}^{\infty} \frac{\sin ^{2}(\pi x)}{x} \mathrm{~d} x \\
& =\frac{1}{\pi^{2}}\left(\int_{1}^{\infty} \frac{1}{x} \mathrm{~d} x-\int_{1}^{\infty} \frac{\cos (2 \pi x)}{x} \mathrm{~d} x\right)=\infty
\end{aligned}
$$

Hence $f \notin \mathcal{B}_{1, p}(\mathbb{R})$. This means that the inclusion (2.3) is proper.
To prove Theorem 2.2, we need an interpolation inequality that connects the spectrum norms of different orders, which is key to the properties of $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$. This inequality also motivates our definition for $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$.
Lemma 2.1. Let $1 \leq p \leq 2$ and $-d / p<s_{1}<s_{2}$. There exists $C\left(p ; s_{1}, s_{2}\right)$ such that for any $f \in \mathcal{B}_{s_{2}, p}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\|f\|_{v_{s_{1}}} \leq C\left(p ; s_{1}, s_{2}\right)\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)}^{\gamma}\|f\|_{v_{s_{2}}}^{1-\gamma} \tag{2.4}
\end{equation*}
$$

where $\gamma=\left(s_{2}-s_{1}\right) /\left(s_{2}+d / p\right)$ and

$$
C\left(p ; s_{1}, s_{2}\right):=\frac{1+\gamma}{\gamma^{\gamma}}\left(\frac{2^{d}}{\left(d+s_{1} p\right)(d-1)!}\right)^{\gamma / p}
$$

For large $d, C\left(p ; s_{1}, s_{2}\right) \sim(2 e / d)^{s_{2}-s_{1}}$.
The dependence of $C\left(p ; s_{1}, s_{2}\right)$ on $d$ is sharp by substituting $f(x)=e^{-\pi|x|^{2}}$ into (2.4). The proof of Lemma 2.1 is based on Fourier modes splitting.

Proof. Let $K>0$ be a constant to be determined later on. Decompose

$$
\|f\|_{v_{s_{1}}}=\int_{\|x\|_{1} \leq K}\|x\|_{1}^{s_{1}}|\widehat{f}(x)| \mathrm{d} x+\int_{\|x\|_{1}>K}\|x\|_{1}^{s_{1}}|\widehat{f}(x)| \mathrm{d} x .
$$

By symmetry, we obtain that for any $s>-d$,

$$
\begin{align*}
\int_{\|x\|_{1} \leq K}\|x\|_{1}^{s} \mathrm{~d} x & =2^{d} \int_{x_{1}+\cdots+x_{d} \leq K, x_{i} \geq 0}\left(x_{1}+\cdots+x_{d}\right)^{s} \mathrm{~d} x_{1} \cdots \mathrm{~d} x_{d} \\
& =2^{d} \int_{0}^{\infty} \cdots \int_{0}^{\infty} \int_{y_{1}+\cdots+y_{d-1}}^{K} t^{s} \mathrm{~d} t \mathrm{~d} y_{1} \cdots \mathrm{~d} y_{d-1} \\
& =2^{d} \int_{0}^{K} t^{s} \int_{y_{1}+\cdots+y_{d-1} \leq t, y_{i} \geq 0} \mathrm{~d} y_{1} \cdots \mathrm{~d} y_{d-1} \mathrm{~d} t \\
& =\frac{2^{d}}{(d-1)!} \frac{K^{d+s}}{d+s} . \tag{2.5}
\end{align*}
$$

It follows from the Hausdorff-Young inequality (2.1) and the above identity that

$$
\begin{aligned}
\int_{\|x\|_{1} \leq K}\|x\|_{1}^{s_{1}}|\widehat{f}(x)| \mathrm{d} x & \leq\|\widehat{f}\|_{L^{p^{\prime}}\left(\mathbb{R}^{d}\right)}\left(\int_{\|x\|_{1} \leq K}\|x\|_{1}^{s_{1} p} \mathrm{~d} x\right)^{1 / p} \\
& \leq K^{s_{1}+d / p}\left(\frac{2^{d}}{\left(d+s_{1} p\right)(d-1)!}\right)^{1 / p}\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)}
\end{aligned}
$$

On the other hand, it is clear that

$$
\int_{\|x\|_{1}>K}\|x\|_{1}^{s_{1}}|\widehat{f}(x)| \mathrm{d} x \leq K^{s_{1}-s_{2}}\|f\|_{v_{s_{2}}} .
$$

Combining the above two inequalities, optimizing with respect to $K$, and then taking

$$
K=\left(\frac{s_{2}-s_{1}}{s_{2}+d / p} \frac{\|f\|_{v_{s_{2}}}}{\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)}}\left(\frac{\left(d+s_{1} p\right)(d-1)!}{2^{d}}\right)^{1 / p}\right)^{1 /\left(s_{2}+d / p\right)},
$$

we obtain (2.4).
A direct consequence of Lemma 2.1 is the integrability of $\widehat{f}$ for any function $f \in$ $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ with a nonnegative index $s$.

Corollary 2.2. Let $s \geq 0$ and $1 \leq p \leq 2$. Then for any $f \in \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$, there holds $\widehat{f} \in L^{1}\left(\mathbb{R}^{d}\right)$.
Proof. If $s=0$, then $\widehat{f} \in L^{1}\left(\mathbb{R}^{d}\right)$ because

$$
\|\widehat{f}\|_{L^{1}\left(\mathbb{R}^{d}\right)}=\|f\|_{v_{s}} .
$$

If $s>0$, then we take $s_{1}=0$ and $s_{2}=s$ in (2.4). Thus,

$$
\begin{equation*}
\|\hat{f}\|_{L^{1}\left(\mathbb{R}^{d}\right)}=\|f\|_{v_{0}} \lesssim\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)}^{\gamma}\|f\|_{v_{s}}^{1-\gamma} \lesssim\|f\|_{\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)}, \tag{2.6}
\end{equation*}
$$

where $\gamma=s /(s+d / p)$.
We are ready to prove Theorem 2.2.

## Proof of Theorem 2.2. (i) By (2.4), we obtain

$$
\|f\|_{v_{s_{1}}} \lesssim \gamma\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)}+(1-\gamma)\|f\|_{v_{s_{2}}} .
$$

This immediately implies

$$
\|f\|_{\mathcal{B}_{1, p}\left(\mathbb{R}^{d}\right)} \lesssim\|f\|_{\mathcal{B}_{s_{2}, p}\left(\mathbb{R}^{d}\right)},
$$

and hence (2.3) is true.
(ii) Using Corollary 2.2 , we have that for any $f \in \mathcal{B}_{s, 1}\left(\mathbb{R}^{d}\right)$ with $s \geq 0, \widehat{f} \in L^{1}\left(\mathbb{R}^{d}\right)$. Therefore, by the Fourier inversion theorem and (2.6) with $p=1$, we obtain

$$
\|f\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq\|\hat{f}\|_{L^{1}\left(\mathbb{R}^{d}\right)} \lesssim\|f\|_{\mathcal{B}_{s, 1}\left(\mathbb{R}^{d}\right)} .
$$

Thus, for any $1<p<2$,

$$
\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leq\|f\|_{L^{1}\left(\mathbb{R}^{d}\right)}^{1 / p}\|f\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}^{1-1 / p} \lesssim\|f\|_{\mathcal{B}_{s, 1}\left(\mathbb{R}^{d}\right)} .
$$

This proves that $f \in \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ and the embedding $\mathcal{B}_{s, 1}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$.
Next, invoking Corollary 2.2 again, we conclude that for any $f \in \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right), \widehat{f} \in L^{1}\left(\mathbb{R}^{d}\right)$. Therefore, using the Fourier inversion theorem again and (2.6) with $1<p<2$, we obtain

$$
\|f\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq\|\widehat{f}\|_{L^{1}\left(\mathbb{R}^{d}\right)} \lesssim\|f\|_{\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)} .
$$

Thus,

$$
\|f\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \leq\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)}^{p}\|f\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}^{2-p} .
$$

Combining the above two inequalities, we obtain

$$
\begin{equation*}
\|f\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \lesssim\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)}^{p}\|f\|_{\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)}^{2-p} \lesssim\|f\|_{\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)}^{2} . \tag{2.7}
\end{equation*}
$$

This proves that $f \in \mathcal{B}_{s, 2}\left(\mathbb{R}^{d}\right)$ and the embedding $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{s, 2}\left(\mathbb{R}^{d}\right)$.
To deal with the endpoint for $s=-d$ and $p=1$ in Theorem 2.2, we recall the definition of real Hardy space $H^{1}\left(\mathbb{R}^{d}\right)$.

Definition 2.2. [51] The Hardy space $H^{1}\left(\mathbb{R}^{d}\right)$ is defined by

$$
H^{1}\left(\mathbb{R}^{d}\right):=\left\{f \text { is a distribution }\left|\varphi^{+}(f):=\sup _{t>0}\right| \varphi_{t} * f \mid \in L^{1}\left(\mathbb{R}^{d}\right)\right\}
$$

where $\varphi$ is Schwartz function with $\int_{\mathbb{R}^{d}} \varphi(x) d x=1$, and for all $y \in \mathbb{R}^{d}$ and $t \in(0, \infty), \varphi_{t}(y):=$ $t^{-d} \varphi(y / t)$. Moreover, define

$$
\|f\|_{H^{1}\left(\mathbb{R}^{d}\right)}:=\left\|\varphi^{+}(f)\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}
$$

Theorem 2.3. Let $L_{0}^{1}\left(\mathbb{R}^{d}\right)$ be the subspace of $L^{1}\left(\mathbb{R}^{d}\right)$ with zero mean. There holds

$$
\begin{equation*}
H^{1}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{-d, 1}\left(\mathbb{R}^{d}\right) \hookrightarrow L_{0}^{1}\left(\mathbb{R}^{d}\right) \tag{2.8}
\end{equation*}
$$

To prove Theorem 2.3, we need the following Hardy type inequality due to BOURGAIN [5,6], and we refer to [22, Chapter 3, Corollary 7.23 with $p=1$ ].

Lemma 2.2. There exists a positive constant $C$ such that for any $f \in H^{1}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \frac{|\widehat{f}(x)|}{|x|^{d}} \mathrm{~d} x \leq C\|f\|_{H^{1}\left(\mathbb{R}^{d}\right)} . \tag{2.9}
\end{equation*}
$$

Proof of Theorem 2.3. We rewrite (2.9) as

$$
\|f\|_{v_{-d}} \lesssim\|f\|_{H^{1}\left(\mathbb{R}^{d}\right)},
$$

which together with

$$
\|f\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leq\|f\|_{H^{1}\left(\mathbb{R}^{d}\right)}
$$

yields that $H^{1}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{-d, 1}\left(\mathbb{R}^{d}\right)$.
On the other hand, for any $f \in \mathcal{B}_{-d, 1}\left(\mathbb{R}^{d}\right), f \in L^{1}\left(\mathbb{R}^{d}\right)$, and then $\widehat{f}$ is uniformly continuous. By $\|f\|_{v_{-d}}<\infty$, we conclude that $\widehat{f}(0)=0$. This implies

$$
\int_{\mathbb{R}^{d}} f(x) \mathrm{d} x=0 .
$$

Hence $f \in L_{0}^{1}\left(\mathbb{R}^{d}\right)$. This proves the second embedding of (2.8) and completes the proof.

## 3 Sufficient conditions for functions in Barron spectrum spaces

In this part, we give sufficient conditions for functions in $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ with suitable indices. We start with the characterization in one dimension. To this end, we firstly introduce the $L^{p}$ - modulus of continuity: for any $f \in L^{p}(\mathbb{R})$ with $1 \leq p \leq \infty$ and $t \in \mathbb{R}$, define

$$
\omega_{p}(f ; t):=\|f(\cdot+t)-f(\cdot)\|_{L^{p}(\mathbb{R})}
$$

It is clear that $\omega_{p}(f ; t) \rightarrow 0$ as $t \rightarrow 0$ for any $f \in L^{p}(\mathbb{R})$.
Theorem 3.1. Suppose that $f \in L^{p}(\mathbb{R})$ with $1 \leq p \leq 2$ satisfies $\omega_{p}(f ; t) \leq C|t|^{\alpha}$ with $0<\alpha \leq 1$, then $f \in \mathcal{B}_{s, p}(\mathbb{R})$ with $-1 / p<s<\alpha-1 / p$.

The following example shows that Theorem 3.1 fails when $s=\alpha-1 / p$.
Example 3.1. Let $1<p \leq 2$ and $-1 / p<\beta<0$, and let $f$ be an even function with

$$
f(x)=\frac{1}{x+x^{-\beta}}, \quad x>0
$$

A direct calculation gives

$$
\begin{aligned}
\int_{\mathbb{R}}|f(x)|^{p} \mathrm{~d} x & =2 \int_{0}^{\infty}\left(x+x^{-\beta}\right)^{-p} \mathrm{~d} x \\
& =2 \int_{0}^{1}\left(x+x^{-\beta}\right)^{-p} \mathrm{~d} x+2 \int_{1}^{\infty}\left(x+x^{-\beta}\right)^{-p} \mathrm{~d} x \\
& \leq 2 \int_{0}^{1} x^{p \beta} \mathrm{~d} x+2 \int_{1}^{\infty} x^{-p} \mathrm{~d} x \\
& =\frac{2}{1+p \beta}+\frac{2}{p-1}
\end{aligned}
$$

This shows $f \in L^{p}(\mathbb{R})$.
Without loss of generality, we may assume $0<t<1$. For any $x>t$, there exists a constant $0<\theta<1$ such that

$$
|f(x+t)-f(x)|=t\left|f^{\prime}(x+\theta t)\right| \leq t\left|f^{\prime}(x)\right|,
$$

because

$$
\left|f^{\prime}(x)\right|=\frac{1-\beta x^{-\beta-1}}{\left(x+x^{-\beta}\right)^{2}}
$$

is positive and decreasing for $x>0$. This leads to

$$
\begin{aligned}
\int_{t}^{\infty}|f(x+t)-f(x)|^{p} \mathrm{~d} x & \leq t^{p} \int_{t}^{\infty}\left|f^{\prime}(x)\right|^{p} \mathrm{~d} x \\
& \leq(1-\beta)^{p} t^{p}\left(\int_{t}^{1} x^{-(1-\beta) p} \mathrm{~d} x+\int_{1}^{\infty} x^{-2 p} \mathrm{~d} x\right) \\
& \leq(1-\beta)^{p}\left[\frac{t^{1+p \beta}}{(1-\beta) p-1}+\frac{t^{p}}{2 p-1}\right] \\
& \leq(1-\beta)^{p}\left[\frac{1}{(1-\beta) p-1}+\frac{1}{2 p-1}\right] t^{1+p \beta} .
\end{aligned}
$$

On the other hand, a direct calculation gives us that for any $x>0$,

$$
|f(x+t)-f(x)|=f(x)-f(x+t) \leq x^{\beta}
$$

Hence,

$$
\int_{0}^{t}|f(x+t)-f(x)|^{p} \mathrm{~d} x \leq \frac{t^{1+p \beta}}{1+p \beta}
$$

Choose $\alpha=\beta+1 / p$. Then, for any $0<t<1$,

$$
\omega_{p}(f ; t) \leq C|t|^{\alpha}
$$

By Theorem 3.1, we conclude that $f \in \mathcal{B}_{s, p}(\mathbb{R})$ with $-1 / p<s<\beta$.

Using [56, Theorem 126], we obtain the following growth property for $\widehat{f}$ :

$$
|\widehat{f}(x)| \sim|x|^{-\beta-1} \quad \text { for } \quad|x| \rightarrow \infty
$$

Hence,

$$
\|f\|_{v_{\beta}} \gtrsim \int_{1}^{\infty}|x|^{-1} \mathrm{~d} x=\infty
$$

We conclude that $f \notin \mathcal{B}_{\beta, p}(\mathbb{R})$. This means the range of the index $s$ in Theorem 3.1 cannot be extended to $s=\alpha-1 / p$.
Proof of Theorem 3.1. By the Hausdorff-Young inequality (2.1), we obtain that for any $k \in \mathbb{N} \cup\{0\}$,

$$
\begin{aligned}
& \int_{2^{k} \leq|x|<2^{k+1}}|x|^{s}|\widehat{f}(x)| \mathrm{d} x \\
\leq & \left(\int_{2^{k} \leq|x|<2^{k+1}}|x|^{s p} \mathrm{~d} x\right)^{1 / p}\left(\int_{2^{k} \leq|x|<2^{k+1}}|\widehat{f}(x)|^{p^{\prime}} \mathrm{d} x\right)^{1 / p^{\prime}} \\
\lesssim & 2^{k(s+1 / p)}\left(\int_{2^{k} \leq|x|<2^{k+1}}\left|e^{2 \pi i x t}-1\right|^{p^{\prime}}|\widehat{f}(x)|^{p^{\prime}} \mathrm{d} x\right)^{1 / p^{\prime}} \\
\lesssim & 2^{k(s+1 / p)}\|f(\cdot+t)-f(\cdot)\|_{L^{p^{\prime}}\left(\mathbb{R}^{d}\right)} \\
\lesssim & 2^{k(s+1 / p)}\|f(\cdot+t)-f(\cdot)\|_{L^{p}\left(\mathbb{R}^{d}\right)} \\
\lesssim & 2^{k(s+1 / p-\alpha)},
\end{aligned}
$$

where we have chosen $t=2^{-k-2}$ and have used the fact that for any $|x| \in\left[2^{k}, 2^{k+1}\right)$,

$$
\left|e^{2 \pi i x t}-1\right|^{2}=4 \sin ^{2}(\pi x t) \geq 16 x^{2} t^{2} \geq 1 .
$$

Summing up for all $k$, we obtain that for $-1 / p<s<\alpha-1 / p$,

$$
\begin{aligned}
\|f\|_{v_{s}} & =\int_{-1}^{1}|x|^{\mid}|\widehat{f}(x)| \mathrm{d} x+\sum_{k=0}^{\infty} \int_{2^{k} \leq|x|<2^{k+1}}|x|^{s}|\widehat{f}(x)| \mathrm{d} x \\
& \leq 2\left(\int_{0}^{1} x^{s p} \mathrm{~d} x\right)^{1 / p}\|\widehat{f}\|_{L^{p^{\prime}}\left(\mathbb{R}^{d}\right)}+\sum_{k=0}^{\infty} 2^{-k(\alpha-1 / p-s)} \\
& \leq \frac{2}{(1+s p)^{1 / p}}\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)}+\sum_{k=0}^{\infty} 2^{-k(\alpha-1 / p-s)} \\
& <\infty .
\end{aligned}
$$

This implies that $f \in \mathcal{B}_{s, p}(\mathbb{R})$.
The high dimensional analog of Theorem 3.1 also holds true provided that $L^{p}$-modulus is replaced by a more general average operator. Let $\mu$ be a finite Borel
measure with unit total mass. For any $t \in \mathbb{R}$, we define the average operator: for any $f \in L^{p}\left(\mathbb{R}^{d}\right)$ and for any $x \in \mathbb{R}^{d}$,

$$
\mathcal{M}_{\mu}^{t} f(x):=\int_{\mathbb{R}^{d}} f(x+t y) \mathrm{d} \mu(y) ;
$$

see [7]. For $\sigma>0$, let $\mathcal{K}_{\sigma}$ be the set of all $\mu$ whose Fourier transform satisfying

$$
\begin{equation*}
|1-\widehat{\mu}(\xi)| \sim \min \left(1,|\xi|^{2 \sigma}\right) \quad \text { for any } \xi \in \mathbb{R}^{d} \tag{3.1}
\end{equation*}
$$

Theorem 3.2. Let $1 \leq p \leq 2, d \geq 2$ and $\sigma>d /(2 p)$. Suppose that $\mu \in \mathcal{K}_{\sigma}$ and $f \in L^{p}\left(\mathbb{R}^{d}\right)$ satisfying

$$
\left\|\mathcal{M}_{\mu}^{t} f-f\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leq C|t|^{\alpha}
$$

for some $C>0$ and $0<\alpha \leq 2 \sigma$. Then $f \in \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ with $-d / p<s<\alpha-d / p$.
The index $\sigma$ specifies the possible range of the Lipschitz order $\alpha$, which limits the range on the upper bound of $s$. Before proving the above result, we adapt some examples from $[7, \S 2]$ to show that $\mathcal{K}_{\sigma}$ may be realized.
Example 3.2. Let $\mathrm{d} \mu(x)=\mathrm{d} \sigma(x) / \omega_{d-1}$, where $\mathrm{d} \sigma(x)$ is the usual surface measure on the unit sphere $\mathbb{S}^{d-1}$. For any $t \in \mathbb{R}$, the average operator $\mathcal{M}_{\mu}^{t}$ is the spherical mean $\mathcal{M}^{t}$ defined for any $x \in \mathbb{R}^{d}$,

$$
\mathcal{M}^{t} f(x):=\frac{1}{\omega_{d-1}} \int_{S^{d-1}} f(x+t y) \mathrm{d} \sigma(y) .
$$

In this case, for any $\xi \in \mathbb{R}^{d}$,

$$
\widehat{\mu}(\xi)=j_{d / 2-1}(|\xi|)
$$

with $j_{v}$ the spherical Bessel function given by

$$
\begin{equation*}
j_{v}(x)=2^{v} \Gamma(v+1) x^{-v} J_{v}(x), \quad x \in \mathbb{R}, \tag{3.2}
\end{equation*}
$$

where $J_{v}$ with $v>-1$ is the standard Bessel function of the first kind defined by

$$
\begin{equation*}
J_{v}(x)=\frac{(x / 2)^{v}}{\Gamma(v+1 / 2) \Gamma(1 / 2)} \int_{0}^{\pi} e^{i x \cos \theta} \sin ^{2 v} \theta \mathrm{~d} \theta \tag{3.3}
\end{equation*}
$$

By $\left[8\right.$, Corollary 1.4], we have that for any $\xi \in \mathbb{R}^{d}$,

$$
1-j_{d / 2-1}(|\xi|) \sim \min \left(1,|\xi|^{2}\right)
$$

Hence $\mu \in \mathcal{K}_{1}$.
The next example concerns how to achieve a bigger index $\sigma$ via a combination of the spherical mean.

Example 3.3. Define the average operator: For any $x \in \mathbb{R}^{d}$,

$$
V_{k}^{t} f(x):=2\binom{2 k}{k}^{-1} \sum_{l=1}^{k}(-1)^{l+1}\binom{2 k}{k-l} \mathcal{M}^{l t} f(x)
$$

The corresponding measure is

$$
\mu=2\binom{2 k}{k}^{-1} \sum_{l=1}^{k}(-1)^{l+1}\binom{2 k}{k-l} \omega^{l t}
$$

where $\omega=\mathrm{d} \sigma(x) / \omega_{d-1}$ is the normalized surface measure on the unit sphere defined in the above example, and $\omega^{k}$ is its dilation by $k$. By [7, Example 2.9], we obtain that for any $\xi \in \mathbb{R}^{d}$,

$$
1-\widehat{\mu}(|\xi|) \sim \min \left(1,|\xi|^{2 k}\right)
$$

Hence, $\mu \in \mathcal{K}_{k}$.
Proof of Theorem 3.2. We distinguish $p=1$ and $1<p \leq 2$.
Let $1<p \leq 2$ firstly. Noting that for any $\xi \in \mathbb{R}^{d}$,

$$
\left(\widehat{\mathcal{M}_{\mu}^{t} f-f}\right)(\xi)=(\widehat{\mu}(t \xi)-1) \widehat{f}(\xi)
$$

and using the Hausdorff-Young inequality, we have

$$
\left(\int_{\mathbb{R}^{d}}|1-\widehat{\mu}(t \xi)|^{p^{\prime}}|\widehat{f}(\xi)|^{p^{\prime}} \mathrm{d} \xi\right)^{1 / p^{\prime}} \leq\left\|\mathcal{M}_{\mu}^{t} f-f\right\|_{L^{p}\left(\mathbb{R}^{d}\right)^{\prime}}
$$

which, together with the estimate (3.1) yields

$$
\begin{equation*}
\left(\left.\int_{|\xi|>1 / t}|\widehat{f}(\xi)|\right|^{p^{\prime}} \mathrm{d} \xi\right)^{1 / p^{\prime}} \leq\left\|\mathcal{M}_{\mu}^{t} f-f\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \tag{3.4}
\end{equation*}
$$

Using Hölder's inequality, we obtain that for any $k \in \mathbb{N} \cup\{0\}$,

$$
\begin{aligned}
& \int_{2^{k} \leq|x|<2^{k+1}}|x|^{s}|\widehat{f}(x)| \mathrm{d} x \\
\leq & \left(\int_{2^{k} \leq|x|<2^{k+1}}|x|^{s p} \mathrm{~d} x\right)^{1 / p}\left(\left.\int_{2^{k} \leq|x|<2^{k+1}}|\widehat{f}(x)|\right|^{p^{\prime}} \mathrm{d} x\right)^{1 / p^{\prime}} .
\end{aligned}
$$

By (2.5) and the fact $d+s p>0$, we have

$$
\int_{2^{k} \leq|x|<2^{k+1}}|x|^{s p} \mathrm{~d} x \leq \int_{|x|<2^{k+1}}|x|^{s p} \mathrm{~d} x \leq \frac{\omega_{d-1}}{d+s p} 2^{(k+1)(d+s p)} .
$$

It follows from (3.4) that

$$
\int_{2^{k} \leq|x|<2^{k+1}}|\widehat{f}(x)|^{p^{\prime}} \mathrm{d} x \leq\left\|\mathcal{M}^{2^{-k}} f-f\right\|_{L^{p}\left(\mathbb{R}^{d}\right)}^{p^{\prime}} \leq C^{p^{\prime}} 2^{-p^{\prime} k x} .
$$

Using Hölder's inequality, the Hausdorff-Young inequality, and the fact that $-d / p<s<$ $\alpha-d / p$, we get

$$
\begin{aligned}
\|f\|_{v_{s}} & \leq \max \left(1, d^{s / 2}\right)\left(\int_{|x| \leq 1}|x|^{s}|\widehat{f}(x)| \mathrm{d} x+\sum_{k=0}^{\infty} \int_{2^{k} \leq|x|<2^{k+1}}|x|^{s}|\widehat{f}(x)| \mathrm{d} x\right) \\
& \leq \max \left(1, d^{s / 2}\right)\left(\left(\int_{|x| \leq 1}|x|^{s p} \mathrm{~d} x\right)^{1 / p}\|\widehat{f}\|_{L^{p^{\prime}}\left(\mathbb{R}^{d}\right)}+C \sum_{k=0}^{\infty} 2^{-k(\alpha-d / p-s)}\right) \\
& \leq \max \left(1, d^{s / 2}\right)\left(\frac{\omega_{d-1}}{d+s p}\right)^{1 / p}\left(\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)}+C 2^{s+d / p} \sum_{k=0}^{\infty} 2^{-k(\alpha-d / p-s)}\right) \\
& <\infty .
\end{aligned}
$$

This proves $f \in \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$.
The proof for $p=1$ is exactly the same provided that we replace (3.4) by

$$
\sup _{|\xi|>1 / t}|\widehat{f}(\xi)| \leq\left\|\mathcal{M}_{\mu}^{t} f-f\right\|_{L^{1}\left(\mathbb{R}^{d}\right)^{\prime}}
$$

because the Hausdorff-Young inequality still holds true for $p=1$.
Before closing this section, we extend Example 3.1 to high dimension to show that the index $\alpha$ in Theorem 3.2 cannot be extended to $\alpha-d / p$. This example is taken from [7].

Example 3.4. Let $1<p \leq 2$ and $-d / p<\beta<0$. Define

$$
f(x):=\frac{1}{|x|^{d}+|x|^{-\beta}}, \quad x \in \mathbb{R}^{d} \backslash\{0\} .
$$

Let $\mathcal{M}_{\mu}^{t}$ be the spherical mean as in Example 3.2. By [7, eq. 3.5], we see that

$$
\left\|\mathcal{M}_{\mu}^{t} f-f\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \lesssim|t|^{\alpha}
$$

with $\alpha=\beta+d / p$.
By Theorem 3.2, we conclude that $f \in \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ for any $-d / p<s<\beta$. A direct calculation gives us that for any $\xi \in \mathbb{R}^{d}$,

$$
\widehat{f}(\xi)=\omega_{d-1} \int_{0}^{\infty}\left(r^{d}+r^{-s}\right)^{-1} j_{d / 2-1}(2 \pi r|\xi|) r^{d-1} \mathrm{~d} r .
$$

Proceeding along the same line that leads to [56, Theorem 126], we have that for any $\xi \in \mathbb{R}^{d} \backslash\{0\}:$

$$
|\widehat{f}(\xi)| \sim|\xi|^{-\beta-d}
$$

This implies

$$
\|f\|_{v_{\beta}} \geq \int_{|\xi| \geq 1}|\xi|^{\beta}|\widehat{f}(\xi)| \mathrm{d} \xi \gtrsim \int_{1}^{\infty} r^{-1} \mathrm{~d} r=\infty .
$$

Hence $f \notin \mathcal{B}_{\beta, p}\left(\mathbb{R}^{d}\right)$. This means the range of the index $\alpha$ in Theorem 3.2 cannot be extended to $s=\alpha-d / p$.

## 4 The relationship among the Barron spectrum space, the Bessel potential space, the Besov space and the Sobolev space

We start with the embedding between the Bessel potential space and the Barron spectrum space. Let $\alpha \geq 0$ and $G_{\alpha}$ be the Bessel potential of order $\alpha$, i.e., for any $x \in \mathbb{R}^{d}$,

$$
\begin{equation*}
G_{\alpha}(x)=\frac{1}{(4 \pi)^{\alpha / 2} \Gamma(\alpha / 2)} \int_{0}^{\infty} t^{\frac{\alpha-d}{2}} e^{-\frac{\pi|x|^{2}}{t}-\frac{t}{4 \pi}} \frac{\mathrm{~d} t}{t} . \tag{4.1}
\end{equation*}
$$

Define the operator $\mathscr{S}_{\alpha}$ : for any $g \in L^{p}\left(\mathbb{R}^{d}\right)$ with $1 \leq p \leq \infty$ and for any $x \in \mathbb{R}^{d}$,

$$
\mathscr{S}_{\alpha}(g)(x):=G_{\alpha} * g(x)
$$

for $\alpha>0$ and $\mathscr{S}_{0}(g):=g$ for $\alpha=0$.
Definition 4.1. [50] Let $\alpha \geq 0$ and $1 \leq p \leq \infty$. The Bessel potential space $\mathscr{L}_{\alpha}^{p}\left(\mathbb{R}^{d}\right)$ is the set of the function $f \in L^{p}\left(\mathbb{R}^{d}\right)$ that can be written as $f=\mathscr{S}_{\alpha}(g), g \in L^{p}\left(\mathbb{R}^{d}\right)$. Moreover, the norm of $f$ is defined by

$$
\|f\|_{\mathscr{L}_{a}^{p}\left(\mathbb{R}^{d}\right)}=\|g\|_{L^{p}\left(\mathbb{R}^{d}\right)} .
$$

Theorem 4.1. Let $1 \leq p \leq 2$ and $\alpha>s+d / p>0$. There holds

$$
\begin{equation*}
\mathscr{L}_{\alpha}^{p}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right) . \tag{4.2}
\end{equation*}
$$

The embedding (4.2) fails when $\alpha=s+d / p$, because for $1 \leq p \leq 2, s=-d / p$ and $\alpha=0$, there holds

$$
\mathcal{B}_{-d / p, p}\left(\mathbb{R}^{d}\right) \hookrightarrow L^{p}\left(\mathbb{R}^{d}\right)=\mathscr{L}_{0}^{p}\left(\mathbb{R}^{d}\right) .
$$

We refer to Remark 4.1 for a further discussion about $\alpha=s+d / p \neq 0$.
Proof of Theorem 4.1. For any $f \in \mathscr{L}_{\alpha}^{p}\left(\mathbb{R}^{d}\right)$, write $f=\mathscr{S}_{\alpha}(g)$ with $g \in L^{p}\left(\mathbb{R}^{d}\right)$. Recalling the fact that for any $x \in \mathbb{R}^{d}, \widehat{G}_{\alpha}(x)=\left(1+4 \pi^{2}|x|^{2}\right)^{-\alpha / 2}$, we obtain

$$
\|f\|_{v_{s}}=\int_{\mathbb{R}^{d}}\|x\|_{1}^{s}\left|\widehat{G_{\alpha}(x)}\right||\widehat{g}(x)| \mathrm{d} x \leq \max \left(1, d^{s / 2}\right) \int_{\mathbb{R}^{d}}|x|^{s}\left(1+4 \pi^{2}|x|^{2}\right)^{-\alpha / 2}|\widehat{g}(x)| \mathrm{d} x .
$$

A straightforward calculation gives

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} \frac{|x|^{s p}}{\left(1+4 \pi^{2}|x|^{2}\right)^{p \alpha / 2}} \mathrm{~d} x & =\omega_{d-1} \int_{0}^{\infty} \frac{r^{s p+d-1}}{\left(1+4 \pi^{2} r^{2}\right)^{p \alpha / 2}} \mathrm{~d} r \\
& =\frac{\omega_{d-1}}{(2 \pi)^{d+s p}} \int_{0}^{\infty} \frac{t^{d-1+s p}}{\left(1+t^{2}\right)^{p \alpha / 2}} \mathrm{~d} t .
\end{aligned}
$$

Let $t=\tan \theta$. Rewrite the above integral as

$$
\begin{align*}
\int_{\mathbb{R}^{d}} \frac{|x|^{s p}}{\left(1+4 \pi^{2}|x|^{2}\right)^{p \alpha / 2}} \mathrm{~d} x & =\frac{\omega_{d-1}}{(2 \pi)^{d+s p}} \int_{0}^{\pi / 2}(\sin \theta)^{d-1+s p}(\cos \theta)^{(\alpha-s) p-1-d} \mathrm{~d} \theta \\
& =\frac{\omega_{d-1}}{2(2 \pi)^{d+s p}} B\left(\frac{d+s p}{2}, \frac{(\alpha-s) p-d}{2}\right) \tag{4.3}
\end{align*}
$$

where for any $z, w>0, B(z, w)$ is the beta function defined by

$$
B(z, w):=\int_{0}^{1} t^{z-1}(1-t)^{w-1} \mathrm{~d} t .
$$

By Hölder's inequality, the Hausdorff-Young inequality (2.1) and (4.3), we obtain

$$
\begin{aligned}
\|f\|_{v_{s}} & \leq \max \left(1, d^{s / 2}\right)\left\||\cdot|^{s}\left(1+4 \pi^{2}|\cdot|^{2}\right)^{-\alpha / 2}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)}\|\widehat{g}\|_{L^{p^{\prime}}\left(\mathbb{R}^{d}\right)} \\
& \leq \max \left(1, d^{s / 2}\right)\left\|\left.\cdot \cdot\right|^{s}\left(1+4 \pi^{2}|\cdot|^{2}\right)^{-\alpha / 2}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)}\|g\|_{L^{p}\left(\mathbb{R}^{d}\right)} \\
& =C_{s}\|f\|_{\mathscr{L}_{a}^{p}\left(\mathbb{R}^{d}\right)}
\end{aligned}
$$

with

$$
C_{s}=\frac{\max \left(1, d^{s / 2}\right)}{(2 \pi)^{s+d / p}}\left(\frac{\omega_{d-1}}{2}\right)^{1 / p} B^{1 / p}\left(\frac{d+s p}{2}, \frac{(\alpha-s) p-d}{2}\right) .
$$

The constant $C_{s}$ is finite provided that $\alpha>s+d / p>0$.
Next, via Young's inequality and $f(x)=\mathscr{S}_{\alpha}(g)(x)$, we have

$$
\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leq\left\|G_{\alpha}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\|g\|_{L^{p}\left(\mathbb{R}^{d}\right)}=\|g\|_{L^{p}\left(\mathbb{R}^{d}\right)}=\|f\|_{\mathscr{L}_{\alpha}^{p}\left(\mathbb{R}^{d}\right)}
$$

This gives (4.2).
Now we study the embedding between the Barron spectrum space and the Besov space, which is defined by

Definition 4.2. [57] Let $\Phi\left(\mathbb{R}^{d}\right)$ be the set of all systems $\phi=\left\{\phi_{j}\right\}_{j=0}^{\infty} \subset \mathscr{S}\left(\mathbb{R}^{d}\right)$ such that

$$
\left\{\begin{array}{l}
\operatorname{supp} \phi_{0} \subset \Gamma_{0}:=\left\{x \in \mathbb{R}^{d}| | x \mid<2\right\}, \\
\operatorname{supp} \phi_{j} \subset \Gamma_{j}:=\left\{x \in \mathbb{R}^{d}\left|2^{j-1} \leq|x| \leq 2^{j+1}\right\}, \quad j=1,2,3, \cdots\right.
\end{array}\right.
$$

For every multi-index $\alpha$ there exists a positive number $c_{\alpha}$ such that for all $j=0,1,2, \cdots$, and for all $x \in \mathbb{R}^{d}$,

$$
2^{j|\alpha|}\left|\nabla^{\alpha} \phi_{j}(x)\right| \leq c_{\alpha}
$$

and for every $x \in \mathbb{R}^{d}, \sum_{j=0}^{\infty} \phi_{j}(x)=1$.
Let $s \in \mathbb{R}$ and $1 \leq p, q \leq \infty$. Let $\phi=\left\{\phi_{j}\right\}_{j=0}^{\infty} \in \Phi\left(\mathbb{R}^{d}\right)$. Define

$$
B_{p, q}^{s}\left(\mathbb{R}^{d}\right):=\left\{f \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right) \mid\|f\|_{B_{p, q}^{s}\left(\mathbb{R}^{d}\right)}<\infty\right\}
$$

with

$$
\|f\|_{B_{p, q}^{s}\left(\mathbb{R}^{d}\right)}:=\left(\sum_{j=0}^{\infty} 2^{j s q}\left\|\left(\phi_{j} \widehat{f}\right)^{\vee}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)}^{q}\right)^{1 / q}
$$

Theorem 4.2. (i) For $1 \leq p \leq 2$, and $s>-d / p$, there holds

$$
\begin{equation*}
B_{p, 1}^{s+d / p}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right) \tag{4.4}
\end{equation*}
$$

(ii) If $1 \leq p \leq 2$ and $\alpha>s+d / p>0$, then for all $1 \leq q \leq \infty$,

$$
\begin{equation*}
B_{p, q}^{\alpha}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right) \tag{4.5}
\end{equation*}
$$

(iii) For $1 \leq p \leq 2$ and $s \in \mathbb{R}$, there holds

$$
\begin{equation*}
\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right) \hookrightarrow B_{\infty, 1}^{s}\left(\mathbb{R}^{d}\right) \tag{4.6}
\end{equation*}
$$

Taking $s=0$ and $p=1$ in (4.4), we find that the Bump algebra $B_{1,1}^{d}\left(\mathbb{R}^{d}\right)$ [40] embeds into $\mathcal{B}_{0,1}\left(\mathbb{R}^{d}\right)$. The Bump algebra has been used as the target function space in [17] to measure the degree of approximation for the neural network.

Proof. (i) For any $s>-d / p$ and for any $1 \leq p \leq 2$, It follows from the facts [57, Proposition 2 §2.3.2 and Proposition, §2.5.7]

$$
B_{p, 1}^{s+d / p}\left(\mathbb{R}^{d}\right) \hookrightarrow B_{p, 1}^{0}\left(\mathbb{R}^{d}\right) \hookrightarrow L^{p}\left(\mathbb{R}^{d}\right)
$$

This gives that

$$
\begin{equation*}
\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)} \lesssim\|f\|_{B_{p, 1}^{s+d / p}\left(\mathbb{R}^{d}\right)} \tag{4.7}
\end{equation*}
$$

It remains to bound $\|f\|_{v_{s}}$.
By definition,

$$
\operatorname{supp} \phi_{j} \cap \Gamma_{k} \neq \varnothing
$$

implies that $|j-k| \leq 1, j, k=0,1, \cdots$.

A direct calculation gives that for any $j=0,1, \cdots$,

$$
\int_{\Gamma_{j}}\|x\|_{1}^{s p} \mathrm{~d} x \leq 2^{(j+1)(d+s p)} \frac{\max \left(1, d^{s p / 2}\right) \omega_{d-1}}{d+s p}
$$

By the Hausdorff-Young inequality, we get

$$
\begin{aligned}
\int_{\Gamma_{j}}\|x\|_{1}^{s}|\widehat{f}(x)| \mathrm{d} x & =\int_{\Gamma_{j}} \sum_{k=0}^{\infty}\|x\|_{1}^{s} \phi_{k}(x)|\widehat{f}(x)| \mathrm{d} x \\
& =\sum_{k=j-1}^{j+1} \int_{\Gamma_{j}}\|x\|_{1}^{s} \phi_{k}(x)|\widehat{f}(x)| \mathrm{d} x \\
& \leq \sum_{k=j-1}^{j+1} \int_{\Gamma_{j}}\|x\|_{1}^{s}\left|\phi_{k}(x) \widehat{f}(x)\right| \mathrm{d} x \\
& \leq \sum_{k=j-1}^{j+1}\left(\int_{\Gamma_{j}}\|x\|_{1}^{s p} \mathrm{~d} x\right)^{1 / p}\left(\int_{\Gamma_{j}}\left|\phi_{k}(x) \widehat{f}(x)\right|^{p^{\prime}} \mathrm{d} x\right)^{1 / p^{\prime}} \\
& \leq\left(\frac{2^{d+s p} \max \left(1, d^{s p / 2}\right) \omega_{d-1}}{d+s p}\right)^{1 / p} 2^{j(s+d / p)} \sum_{k=j-1}^{j+1}\left\|\left(\phi_{k} \widehat{f}\right)^{\vee}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} .
\end{aligned}
$$

Therefore, summing over $j$, we obtain

$$
\begin{align*}
\|f\|_{v_{s}} & \leq \sum_{j=0}^{\infty} \int_{\Gamma_{j}}\|x\|_{1}^{s}|\widehat{f}(x)| \mathrm{d} x \\
& \leq 3\left(\frac{2^{d+s p} \max \left(1, d^{s p / 2}\right) \omega_{d-1}}{d+s p}\right)^{1 / p} \sum_{j=0}^{\infty} 2^{j(s+d / p)}\left\|\left(\phi_{j} \widehat{f}\right)^{\vee}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \\
& \lesssim\|f\|_{S_{p, 1}^{s+d / p}\left(\mathbb{R}^{d}\right)^{\prime}} \tag{4.8}
\end{align*}
$$

which together with (4.7) leads to

$$
\|f\|_{\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)} \lesssim\|f\|_{B_{p, 1}^{s+d / p}\left(\mathbb{R}^{d}\right)}
$$

This gives (4.4).
(ii) For any $\alpha>s+d / p>0,1 \leq p \leq 2$ and $1 \leq q \leq \infty$, we rewrite (4.8) as

$$
\begin{aligned}
\|f\|_{v_{s}} & \lesssim \sum_{j=0}^{\infty} 2^{j(s+d / p)}\left\|\left(\phi_{j} \widehat{f}\right)^{\vee}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \\
& \leq\left(\sum_{j=0}^{\infty} 2^{q j \alpha}\left\|\left(\phi_{j} \widehat{f}\right)^{\vee}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)}^{q}\right)^{1 / q}\left(\sum_{j=0}^{\infty} 2^{q^{\prime} j(s+d / p-\alpha)}\right)^{1 / q^{\prime}} \\
& \lesssim\|f\|_{B_{p, q}^{\alpha}\left(\mathbb{R}^{d}\right)} .
\end{aligned}
$$

Moreover,

$$
B_{p, q}^{\alpha}\left(\mathbb{R}^{d}\right) \hookrightarrow B_{p, 1}^{0}\left(\mathbb{R}^{d}\right) \hookrightarrow L^{p}\left(\mathbb{R}^{d}\right) .
$$

This gives

$$
\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)} \lesssim\|f\|_{B_{p, q}^{\alpha}\left(\mathbb{R}^{d}\right)}
$$

A combination of the above two inequalities leads to (4.5).
(iii) For any $f \in \mathcal{B}_{s, p}$ with $1 \leq p \leq 2$, by Corollary 2.2 , there holds

$$
\begin{aligned}
\|f\|_{B_{\infty, 1}^{s}\left(\mathbb{R}^{d}\right)} & =\sum_{j=0}^{\infty} 2^{j s}\left\|\left(\phi_{j} \widehat{f}\right)^{\vee}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq \sum_{j=0}^{\infty} 2^{j s}\left\|\phi_{j} \widehat{f}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \\
& \leq\left\|\phi_{0} \widehat{f}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}+\sum_{j=1}^{\infty} 2^{j s}\left\|\phi_{j} \widehat{f}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \\
& \lesssim\|\widehat{f}\|_{L^{1}\left(\mathbb{R}^{d}\right)}+\sum_{j=0}^{\infty} \int_{\Gamma_{j}}\|x\|_{1}^{s}|\widehat{f}(x)| \mathrm{d} x \\
& \lesssim\|f\|_{\mathcal{B}_{s, p}}+\int_{\mathbb{R}^{d}}\|x\|_{1}^{s}|\widehat{f}(x)| \mathrm{d} x \lesssim\|f\|_{\mathcal{B}_{s, p}} .
\end{aligned}
$$

This gives (4.6).
The endpoint $s=-d / p$ in Theorem 4.2 is subtle. We have the following result.
Corollary 4.1. (i) There holds

$$
\begin{equation*}
B_{1,1}^{0}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{-d, 1}\left(\mathbb{R}^{d}\right) \tag{4.9}
\end{equation*}
$$

(ii) For $1 \leq r<p \leq 2$, there holds

$$
\begin{equation*}
B_{p, 1}^{0}\left(\mathbb{R}^{d}\right) \cap L^{r}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{-d / p, p}\left(\mathbb{R}^{d}\right) \tag{4.10}
\end{equation*}
$$

Proof. (i) The first embedding (4.9) is a combination of the following well-known fact [57, Remark 2 in §2.5.8]

$$
B_{1,1}^{0}\left(\mathbb{R}^{d}\right) \hookrightarrow \dot{F}_{1,2}^{0}\left(\mathbb{R}^{d}\right)=H^{1}\left(\mathbb{R}^{d}\right)
$$

and the embedding $H^{1}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{-d, 1}\left(\mathbb{R}^{d}\right)$ proved in Theorem 2.3.
(ii) To prove (4.10), we firstly claim

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}(1+|x|)^{-d / p}|\widehat{f}(x)| \mathrm{d} x \leq 3\left(\frac{2^{d} \omega_{d-1}}{d}\right)^{1 / p}\|f\|_{B_{p, 1}^{0}\left(\mathbb{R}^{d}\right)} \tag{4.11}
\end{equation*}
$$

Given the above inequality, using the Hausdorff-Young inequality, we have

$$
\begin{aligned}
\|f\|_{v_{-d / p}} & \leq \int_{|x| \leq 1}|x|^{-d / p}|\widehat{f}(x)| \mathrm{d} x+\int_{|x|>1}|x|^{-d / p}|\widehat{f}(x)| \mathrm{d} x \\
& \leq\left(\int_{|x| \leq 1}|x|^{-d r / p} \mathrm{~d} x\right)^{1 / r}\|\widehat{f}\|_{L^{\prime}\left(\mathbb{R}^{d}\right)}+2^{d / p} \int_{\mathbb{R}^{d}}(1+|x|)^{-d / p}|\widehat{f}(x)| \mathrm{d} x \\
& \leq\left(\frac{p \omega_{d-1}}{d(p-r)}\right)^{1 / r}\|f\|_{L^{r}\left(\mathbb{R}^{d}\right)}+3\left(\frac{4^{d} \omega_{d-1}}{d}\right)^{1 / p}\|f\|_{B_{p, 1}^{0}\left(\mathbb{R}^{d}\right)},
\end{aligned}
$$

which together with (4.7) gives (4.10).
It remains to prove (4.11). We follow the line that leads to (4.8). A direct calculation gives

$$
\int_{\Gamma_{0}}(1+|x|)^{-d} \mathrm{~d} x \leq \omega_{d-1} \int_{0}^{2} r^{d-1} \mathrm{~d} r=\frac{\omega_{d-1} 2^{d}}{d}
$$

and for $j \in \mathbb{N}$, there holds

$$
\int_{\Gamma_{j}}(1+|x|)^{-d} \mathrm{~d} x=\omega_{d-1} \int_{2^{j-1}}^{2^{j+1}} \frac{r^{d-1}}{(1+r)^{d}} \mathrm{~d} r \leq \omega_{d-1} \int_{2^{j-1}}^{2^{j+1}} r^{-1} \mathrm{~d} r=2 \omega_{d-1} \ln 2 .
$$

For $j=0,1, \cdots$, using the Hausdorff-Young inequality, we obtain

$$
\begin{aligned}
\int_{\Gamma_{j}}(1+|x|)^{-d / p}|\widehat{f}(x)| \mathrm{d} x & =\sum_{k=j-1}^{j+1} \int_{\Gamma_{j}}(1+|x|)^{-d / p} \phi_{k}(x)|\widehat{f}(x)| \mathrm{d} x \\
& \leq \sum_{k=j-1}^{j+1} \int_{\Gamma_{j}}(1+|x|)^{-d / p}\left|\phi_{k}(x) \widehat{f}(x)\right| \mathrm{d} x \\
& \leq \sum_{k=j-1}^{j+1}\left(\int_{\Gamma_{j}}(1+|x|)^{-d} \mathrm{~d} x\right)^{1 / p}\left(\int_{\Gamma_{j}}\left|\phi_{k}(x) \widehat{f}(x)\right|^{p^{\prime}} \mathrm{d} x\right)^{1 / p^{\prime}} \\
& \leq\left(\frac{2^{d} \omega_{d-1}}{d}\right)^{1 / p} \sum_{k=j-1}^{j+1}\left\|\left(\phi_{k} \widehat{f}\right)^{\vee}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} .
\end{aligned}
$$

Therefore, summing over $j$, we obtain

$$
\begin{aligned}
\int_{\mathbb{R}^{d}}(1+|x|)^{-d / p}|\widehat{f}(x)| \mathrm{d} x & \leq \sum_{j=0}^{\infty} \int_{\Gamma_{j}}(1+|x|)^{-d / p}|\widehat{f}(x)| \mathrm{d} x \\
& \leq 3\left(\frac{2^{d} \omega_{d-1}}{d}\right)^{1 / p} \sum_{j=0}^{\infty}\left\|\left(\phi_{j} \widehat{f}\right)^{\vee}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \\
& \leq 3\left(\frac{2^{d} \omega_{d-1}}{d}\right)^{1 / p}\|f\|_{B_{p, 1}^{0}\left(\mathbb{R}^{d}\right)} .
\end{aligned}
$$

This yields (4.11) and finishes the proof.
A combination of Theorem 4.2, Corollary 4.1 and embedding (4.6) yields the following chains of embedding.

Corollary 4.2. For $1 \leq p \leq 2$ and $s>-d / p$,

$$
B_{p, 1}^{s+d / p}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right) \hookrightarrow B_{\infty, 1}^{s}\left(\mathbb{R}^{d}\right),
$$

and

$$
\begin{aligned}
& B_{1,1}^{0}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{-d, 1}\left(\mathbb{R}^{d}\right) \hookrightarrow B_{\infty, 1}^{-d}\left(\mathbb{R}^{d}\right), \\
& B_{p, 1}^{0}\left(\mathbb{R}^{d}\right) \cap L^{r}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{-d / p, p}\left(\mathbb{R}^{d}\right) \hookrightarrow B_{\infty, 1}^{-d / p}\left(\mathbb{R}^{d}\right), \quad 1 \leq r<p \leq 2 .
\end{aligned}
$$

As a consequence of Theorem 4.2, we establish the relationship between the Sobolev space and the Barron spectrum space.

Definition 4.3. Let $s>0$ and $1 \leq p<\infty$. The Sobolev space $W^{s, p}\left(\mathbb{R}^{d}\right)$ is defined as a class of functions that together with all the distributional derivatives of order less than $s$ are in $L^{p}\left(\mathbb{R}^{d}\right)$ with finite norm

$$
\|f\|_{W^{s, p}\left(\mathbb{R}^{d}\right)}:=\sum_{\|\beta\|_{1} \leq k}\left\|\nabla^{\beta} f\right\|_{L^{p}\left(\mathbb{R}^{d}\right)}+\left(\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \frac{\left|\nabla^{k} f(x)-\nabla^{k} f(y)\right|^{p}}{|x-y|^{d+(s-k) p}} \mathrm{~d} x \mathrm{~d} y\right)^{1 / p}
$$

where $k=\lfloor s\rfloor$ is the integer part of $s$. The double integral is dropped when $s$ is an integer, and we make the obvious modification when $p=\infty$.

Theorem 4.3. (i) If $1 \leq p \leq 2$ and $\alpha>s+d / p>0$, then

$$
\begin{equation*}
W^{\alpha, p}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right) \tag{4.12}
\end{equation*}
$$

(ii) If $s>-d$ is not an integer or if $s>-d$ is an integer and $d \geq 2$, then

$$
\begin{equation*}
W^{s+d, 1}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{s, 1}\left(\mathbb{R}^{d}\right) \tag{4.13}
\end{equation*}
$$

The inclusion (4.12) essentially fails for $\alpha=s+d / p$ with $1<p \leq 2$; see Remark 4.1.
To prove Theorem 4.3, we need the following Hardy type inequality proved in [32].
Lemma 4.1. Let $k \in \mathbb{N}$ and $d \geq 2$. There exists $C$ such that for any $f \in W^{k, 1}\left(\mathbb{R}^{d}\right)$,

$$
\int_{\mathbb{R}^{d}}|x|^{k-d}|\widehat{f}(x)| \mathrm{d} x \leq C\left\|\nabla^{k} f\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}
$$

Proof of Theorem 4.3. (i) To prove (4.12), we distinguish the following two cases.
Case a). If $\alpha$ is not an integer and $\alpha>s+d / p$ with $1 \leq p \leq 2$, then the embedding (4.12) follows from (4.5) with $q=p$ and the equivalence between the Sobolev space and the Besov space, i.e.,

$$
W^{\alpha, p}\left(\mathbb{R}^{d}\right)=B_{p, p}^{\alpha}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right) .
$$

Case b). If $\alpha$ is an integer and $\alpha>s+d / p$ with $1 \leq p \leq 2$, then (4.12) follows from (4.5) with $q=\infty$ and the embedding $W^{\alpha, p}\left(\mathbb{R}^{d}\right) \hookrightarrow B_{p, \infty}^{\alpha}\left(\mathbb{R}^{d}\right)$, i.e.,

$$
W^{\alpha, p}\left(\mathbb{R}^{d}\right) \hookrightarrow B_{p, \infty}^{\alpha}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)
$$

(ii) When $s+d$ is not an integer, we obtain (4.13) by taking $p=1$ in (4.4) and the equivalence $B_{1,1}^{s+d}\left(\mathbb{R}^{d}\right)=W^{s+d, 1}\left(\mathbb{R}^{d}\right)$.

If $s+d$ is an integer, then we take $k=s+d>0$ in Lemma 4.1 and obtain

$$
\|f\|_{v_{s}} \lesssim\left\|\nabla^{s+d} f\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} .
$$

This immediately implies

$$
\|f\|_{\mathcal{B}_{s, 1}\left(\mathbb{R}^{d}\right)} \lesssim\|f\|_{W^{s+d, 1}\left(\mathbb{R}^{d}\right)} .
$$

Hence (4.13) is valid.
We also study the relationship between the Barron spectrum space and the Sobolev space in another direction. The starting point is Corollary 2.2, which shows that Fourier inversion theorem is valid for any $f \in \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ with $s \geq 0$, and we may study the derivative of $f$. We firstly introduce the Hölder space $C^{s}\left(\mathbb{R}^{d}\right)$; see [57].

Definition 4.4. Let $s>0, k=\lfloor s\rfloor$ and $\gamma=s-\lfloor s\rfloor$. The space $C^{s}\left(\mathbb{R}^{d}\right)$ is defined as a class of $k$-th order differentiable functions $f$ with finite norm

$$
\begin{aligned}
\|f\|_{\mathcal{C}^{s}\left(\mathbb{R}^{d}\right)}:= & \sup _{x \in \mathbb{R}^{d}}|f(x)|+\max _{\|\alpha\|_{1}=k_{x \in \mathbb{R}^{d}}} \sup _{x}\left|\nabla^{\alpha} f(x)\right| \\
& +\max _{\|\alpha\|_{1}=k_{x, y \in \mathbb{R}^{d}, x \neq y}} \sup \frac{\left|\nabla^{\alpha} f(x)-\nabla^{\alpha} f(y)\right|}{|x-y|^{\gamma}} .
\end{aligned}
$$

Theorem 4.4. Let $1 \leq p \leq 2$ and $s \geq 0$. Then

$$
\begin{equation*}
\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right) \hookrightarrow C^{s}\left(\mathbb{R}^{d}\right) \tag{4.14}
\end{equation*}
$$

with

$$
\begin{equation*}
\left\|\nabla^{s} f\right\|_{C^{0}\left(\mathbb{R}^{d}\right)} \leq(2 \pi)^{s}\|f\|_{v_{s}} \quad \text { when } s \in \mathbb{N} \cup\{0\} \tag{4.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\nabla^{k} f(x)-\nabla^{k} f(y)\right| \leq 2(2 \pi)^{s}\left(1+d^{\gamma / 2}\right)\|f\|_{v_{s}}|x-y|^{\gamma} \quad \text { a.e. } x, y \in \mathbb{R}^{d} \quad \text { and } \quad k=\lfloor s\rfloor . \tag{4.16}
\end{equation*}
$$

Theorem 4.4 shows that any function in $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ with a nonnegative index $s$ is a smooth function. In particular, any function in $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ with $s \in(0,1)$ is a Hölder function with a Hölder constant $2(2 \pi)^{s}\left(1+d^{s / 2}\right)\|f\|_{v_{s}}$.

Proof of Theorem 4.4. (i) By Corollary 2.2, we obtain $\widehat{f} \in L^{1}\left(\mathbb{R}^{d}\right)$ for any $f \in \mathcal{B}_{1, p}\left(\mathbb{R}^{d}\right)$. Therefore, the Fourier inversion holds true: For a.e. $x \in \mathbb{R}^{d}$,

$$
f(x)=\int_{\mathbb{R}^{d}} \widehat{f}(\xi) e^{i 2 \pi x \cdot \xi} \mathbf{d} \xi
$$

This implies that $f$ is a bounded and continuous function and

$$
\|f\|_{\mathcal{C}^{0}\left(\mathbb{R}^{d}\right)} \lesssim\|f\|_{\mathcal{B}_{1, p}\left(\mathbb{R}^{d}\right)}
$$

Next, for any $j \in\{1, \cdots, d\}$ and $-\infty<h<\infty$, we write, for a.e. $x \in \mathbb{R}^{d}$,

$$
\frac{f\left(x+h e_{j}\right)-f(x)}{h}=\int_{\mathbb{R}^{d}} \widehat{f}(\xi) e^{i 2 \pi x \cdot \xi \cdot} \frac{e^{i 2 \pi h \xi_{j}}-1}{h} \mathrm{~d} \xi
$$

By the fact that $\|f\|_{v_{1}}<\infty$, we conclude that for any $j \in\{1, \cdots, d\}$,

$$
\begin{equation*}
\left.\frac{\partial f}{\partial x_{j}}(x)=2 \pi i \int_{\mathbb{R}^{d}} \xi\right\} \widehat{f}(\xi) e^{i 2 \pi x \cdot \xi} \mathrm{~d} \xi \quad \text { a.e. } x \in \mathbb{R}^{d} \tag{4.17}
\end{equation*}
$$

and hence $\nabla f$ is continuous and

$$
\|\nabla f\|_{C^{0}\left(\mathbb{R}^{d}\right)} \leq 2 \pi\|f\|_{v_{1}} .
$$

This immediately implies the embedding (4.14) with $s=1$.
Suppose (4.14) holds true with $s=k$. This means that for any $f \in \mathcal{B}_{k, p}\left(\mathbb{R}^{d}\right), f \in C^{k}\left(\mathbb{R}^{d}\right)$. We are ready to prove that (4.14) is also valid for $s=k+1$. By Theorem 2.2, we obtain that for any $f \in \mathcal{B}_{k+1, p}\left(\mathbb{R}^{d}\right), f \in \mathcal{B}_{k, p}\left(\mathbb{R}^{d}\right)$ and then

$$
\partial^{\alpha} f(x)=(2 \pi i)^{k} \int_{\mathbb{R}^{d}} \xi^{\alpha} \widehat{f}(\xi) e^{i 2 \pi x \cdot \xi} \mathbf{d} \xi \quad \text { a.e. } x \in \mathbb{R}^{d}
$$

where $\xi^{\alpha}=\xi_{1}^{\alpha_{1}} \cdots \xi_{d}^{\alpha_{d}}$ with nonnegative integers $\alpha_{i}$ and $\|\alpha\|_{1}=\left\|\left(\alpha_{1}, \cdots, \alpha_{d}\right)\right\|_{1}=k$. By the inductive hypothesis, we have

$$
\begin{equation*}
\left\|\nabla^{k} f\right\|_{\mathcal{C}^{0}\left(\mathbb{R}^{d}\right)} \leq(2 \pi)^{k}\|f\|_{\mathcal{B}_{k, p}\left(\mathbb{R}^{d}\right)} \tag{4.18}
\end{equation*}
$$

Proceeding along the same line that leads to (4.17), we write that for any $j \in\{1, \cdots, d\}, h \in \mathbb{R}$ and $\|\alpha\|_{1}=k$,

$$
\frac{\partial^{\alpha} f\left(x+h e_{j}\right)-\partial^{\alpha} f(x)}{h}=(2 \pi i)^{k} \int_{\mathbb{R}^{d}} \xi^{\alpha} \widehat{f}(\xi) e^{i 2 \pi x \cdot \xi} \frac{e^{i 2 \pi h \tilde{\xi}_{j}}-1}{h} \mathrm{~d} \xi \quad \text { a.e. } x \in \mathbb{R}^{d} .
$$

From the fact that $\|f\|_{v_{k+1}}<\infty$, it follows that for any $j \in\{1, \cdots, d\}$,

$$
\frac{\partial\left(\partial^{\alpha}\right) f}{\partial x_{j}}(x)=(2 \pi i)^{k+1} \int_{\mathbb{R}^{d}} \xi^{\alpha} \xi_{j} \widehat{f}(\xi) e^{i 2 \pi x \cdot \xi} \mathrm{~d} \xi, \quad \text { a.e. } x \in \mathbb{R}^{d}
$$

In particular, we obtain that for any multi-index $\alpha$ with $\|\alpha\|_{1}=k+1$,

$$
\begin{equation*}
\partial^{\alpha} f(x)=(2 \pi i)^{k+1} \int_{\mathbb{R}^{d}} \xi^{\alpha} \widehat{f}(\xi) e^{i 2 \pi x \cdot \xi} \mathrm{~d} \xi, \quad \text { a.e. } x \in \mathbb{R}^{d} \tag{4.19}
\end{equation*}
$$

This immediately gives us that for $\alpha=\left(\alpha_{1}, \cdots, \alpha_{d}\right)$ with $\|\alpha\|_{1}=k+1$,

$$
\left\|\nabla^{\alpha} f\right\|_{C^{0}\left(\mathbb{R}^{d}\right)} \leq(2 \pi)^{k+1}\|f\|_{v_{k+1}}
$$

which together with (4.18) gives that the embedding (4.14) is valid with $s=k+1$. By induction, the embedding (4.14) is valid for any $s \in \mathbb{N}$. The estimate (4.15) follows from (4.19).
(ii) Recall that $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{k, p}\left(\mathbb{R}^{d}\right)$ by Theorem 2.2. Then for any $s>0$ with $k=\lfloor s\rfloor$ and $f \in \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$, we conclude $f \in \mathcal{B}_{k, p}\left(\mathbb{R}^{d}\right)$. Hence the identity (4.19) is true with $\|\alpha\|_{1}=k$. Thus, for any a.e. $x, y \in \mathbb{R}^{d}$,

$$
\partial^{\alpha} f(x)-\partial^{\alpha} f(y)=(2 \pi \imath)^{k} \int_{\mathbb{R}^{d}} \xi^{\alpha} \widehat{f}(\xi)\left(e^{i 2 \pi x \cdot \xi}-e^{i 2 \pi y \cdot \xi}\right) \mathrm{d} \xi .
$$

By the inequality that for any $x, y, \xi \in \mathbb{R}^{d}$,

$$
\left|e^{i 2 \pi x \cdot \xi}-e^{i 2 \pi y \cdot \xi}\right| \leq \min (2,2 \pi|x-y||\xi|)
$$

we write, for any a.e. $x, y \in \mathbb{R}^{d}$,

$$
\begin{aligned}
\left|\partial^{\alpha} f(x)-\partial^{\alpha} f(y)\right| \leq & (2 \pi)^{k} \int_{\mathbb{R}^{d}}|\xi|^{k}|\widehat{f}(\xi)|\left|e^{i 2 \pi x \cdot \xi}-e^{i 2 \pi y \cdot \xi}\right| \mathrm{d} \xi \\
\leq & (2 \pi)^{k} \int_{\mathbb{R}^{d}}\|\xi\|_{1}^{k}|\widehat{f}(\xi)| \min (2,2 \pi|x-y \|||\xi|) \mathrm{d} \xi \\
\leq & (2 \pi)^{k+1}|x-y| \int_{|\xi| \leq \pi^{-1}|x-y|-1}\|\xi\|_{1}^{k}|\xi||\widehat{f}(\xi)| \mathrm{d} \xi \\
& +2(2 \pi)^{k} \int_{|\xi|>\pi^{-1}|x-y|-1}\|\xi\|_{1}^{k}|\widehat{f}(\xi)| \mathrm{d} \xi .
\end{aligned}
$$

A direct calculation gives us that

$$
\begin{aligned}
\int_{|\xi| \leq \pi^{-1}|x-y|^{-1}}\|\xi\|_{1}^{k}|\xi||\widehat{f}(\xi)| \mathrm{d} \xi & \leq \int_{|\xi| \leq \pi^{-1}|x-y|^{-1}}\|\xi\|_{1}^{s}|\xi|^{1-\gamma}|\widehat{f}(\xi)| \mathrm{d} \xi \\
& \leq \pi^{\gamma-1}|x-y|^{\gamma-1} \int_{|\xi| \leq \pi^{-1}|x-y|^{-1}}\|\xi\|_{1}^{s}|\widehat{f}(\xi)| \mathrm{d} \xi \\
& \leq \pi^{\gamma-1}|x-y|^{\gamma-1}\|f\|_{v_{s}^{\prime}}
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{|\xi|>\pi^{-1}|x-y|^{-1}}\|\xi\|_{1}^{k}|\widehat{f}(\xi)| \mathrm{d} \xi & =\int_{|\xi|>\pi^{-1}|x-y|^{-1}}\|\xi\|_{1}^{s}\|\xi\|_{1}^{-\gamma}|\widehat{f}(\xi)| \mathrm{d} \xi \\
& \leq(\pi \sqrt{d})^{\gamma}|x-y|^{\gamma}\|f\|_{v_{s}} .
\end{aligned}
$$

Combining the above three inequalities, we conclude that for any a.e. $x, y \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\left|\partial^{\alpha} f(x)-\partial^{\alpha} f(y)\right| \leq 2^{k+1} \pi^{s}\left(1+d^{\gamma / 2}\right)\|f\|_{v_{s}}|x-y|^{\gamma} \tag{4.20}
\end{equation*}
$$

This together with (4.18) immediately implies

$$
\|f\|_{\mathbb{C}^{s}\left(\mathbb{R}^{d}\right)} \lesssim\|f\|_{\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)} .
$$

Hence the embedding (4.14) holds true when $s$ is positive but it is not an integer.
The estimate (4.16) follows from (4.20).
The proof of Theorem 4.4 is elementary and it yields the precise estimates (4.15) and (4.16). If we give up these two estimates, then the relation (4.14) may be proved in a much simpler way. Resorting to the relation (4.6), and using $B_{\infty, 1}^{s}\left(\mathbb{R}^{d}\right) \hookrightarrow B_{\infty, \infty}^{s}\left(\mathbb{R}^{d}\right)$, we get $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right) \hookrightarrow B_{\infty, \infty}^{s}\left(\mathbb{R}^{d}\right)$. This immediately implies (4.14).

Remark 4.1. It follows from Corollary 4.2, Theorem 4.3 and Theorem 4.4 that the Barron spectrum space is an intermediate space among certain Besov spaces and certain Sobolev spaces. We may also exploit these results to show that the embedding (4.12) is sharp.
(i) If $s$ is a non negative integer and $\alpha>s+d / p$ with $1 \leq p \leq 2$, then

$$
\begin{equation*}
W^{\alpha, p}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right) \hookrightarrow C^{s}\left(\mathbb{R}^{d}\right) \hookrightarrow W^{s, \infty}\left(\mathbb{R}^{d}\right) \tag{4.21}
\end{equation*}
$$

(ii) The embedding $W^{s+d / p, p}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ fails when $s \geq 0$ and $1<p \leq 2$. Otherwise, we would have

$$
W^{s+d / p, p}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right) \hookrightarrow C^{s}\left(\mathbb{R}^{d}\right) .
$$

Hence $W^{s+d / p, p}\left(\mathbb{R}^{d}\right) \hookrightarrow C^{s}\left(\mathbb{R}^{d}\right)$ for $1<p \leq 2$. This is absurd.
The exceptional case is $p=1$, i.e.,

$$
\begin{aligned}
& W^{s+d, 1}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{s, 1}\left(\mathbb{R}^{d}\right) \hookrightarrow C^{s}\left(\mathbb{R}^{d}\right) \hookrightarrow W^{s, \infty}\left(\mathbb{R}^{d}\right) \quad s \in \mathbb{N} \cup\{0\}, d \geq 2, \\
& W^{s+d, 1}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{s, 1}\left(\mathbb{R}^{d}\right) \hookrightarrow C^{s}\left(\mathbb{R}^{d}\right) \quad s \geq 0, s \notin \mathbb{N} \cup\{0\} .
\end{aligned}
$$

(iii) The inclusion $\mathscr{L}_{s+d / p}^{p}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ essentially fails for $1<p \leq 2$ because $\mathscr{L}_{s+d / p}^{p}\left(\mathbb{R}^{d}\right)=W^{s+d / p, p}\left(\mathbb{R}^{d}\right)$ when $s+d / p$ is a positive integer.

## 5 The radial functions in $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$

The functions with rotation symmetry in $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ frequently appear in the radial basis functions neural network; see [23,41]. Denote by $\mathcal{B}_{s, p}^{\text {rad }}\left(\mathbb{R}^{d}\right)$ the set consisting of radial functions in $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$. The theorem below shows that the functions in $\mathcal{B}_{s, p}^{\text {rad }}\left(\mathbb{R}^{d}\right)$ with certain $p$ are smooth, and they become smoother as increasing of the dimension, while at a cost of an exponentially large embedding constant with respect to the dimension.

Theorem 5.1. Let $d>1,1 \leq p<2 d /(d+1)$ and $s \geq 0$. Then

$$
\begin{equation*}
\mathcal{B}_{s, p}^{\mathrm{rad}}\left(\mathbb{R}^{d}\right) \hookrightarrow W^{\frac{1}{2}\left(s+d / p^{\prime}\right), 2}\left(\mathbb{R}^{d}\right) \tag{5.1}
\end{equation*}
$$

with

$$
\|f\|_{W^{\frac{1}{2}\left(s+d / p^{\prime}\right), 2}\left(\mathbb{R}^{d}\right)} \leq\left(\frac{\sqrt{A_{d}}}{2}+C(p ; 0, s)^{1-p / 2}\right)\|f\|_{\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)}
$$

where for $d \geq 3$,

$$
A_{d}=5\left(\frac{(d-1) p}{2 d-(d+1) p}\right)^{1 / p^{\prime}}(\Gamma(d / 2))^{\frac{d+1}{(d-1) p}} \pi^{-\frac{d}{2 p^{\prime}}}
$$

and for $d=2$,

$$
A_{2}=\left(\frac{p}{\pi^{2}(4-3 p)}\right)^{1 / p^{\prime}}
$$

Remark 5.1. The remarkable point of this theorem is that the smoothness index of the functions in $\mathcal{B}_{s, p}^{\mathrm{rad}}\left(\mathbb{R}^{d}\right)$ may exceed $s$ when $1<p<2 d /(d+1)$ and $d$ is sufficiently large, i.e., $d>s p^{\prime}$. Tracking the constant in (5.1), we find it is exponential large with respect to $d$, i.e.,

$$
\text { Imbedding constant } \sim\left(\frac{d}{2 \pi e}\right)^{d /\left(4 p^{\prime}\right)} d^{1 /\left[4 p^{\prime}\right]} \quad \text { as } \quad d \rightarrow \infty .
$$

It follows from (5.1) that $\mathcal{B}_{s, 1}^{\text {rad }}\left(\mathbb{R}^{d}\right) \hookrightarrow W^{s / 2,2}\left(\mathbb{R}^{d}\right)$. This means that the radial functions in $\mathcal{B}_{s, 1}\left(\mathbb{R}^{d}\right)$ do not become smoother in high dimension. This may be due to the fact that the Fourier transform of the radial function in $L^{1}\left(\mathbb{R}^{d}\right)$ does not have a uniform decaying rate at infinity; see [52].

To prove Theorem 5.1, we recall the following representation formula for the Fourier transform acting on the radial function, which may be found in [52, Theorem 3.3 in Chapter IV and p. 155, footnote 8].

Lemma 5.1. Let $d \geq 2$ and Bessel function $J_{(d-2) / 2}$ be as in (3.3). Suppose $f$ is a radial function in $L^{p}\left(\mathbb{R}^{d}\right)$ with $1 \leq p \leq 2$, thus $f(x)=f_{0}(|x|)$ for a.e. $x \in \mathbb{R}^{d}$. Then the Fourier transform $\widehat{f}$ is also radial and has the form $\widehat{f}(x)=F_{0}(|x|)$ for all $x \in \mathbb{R}^{d}$, where

$$
F_{0}(|x|)=F_{0}(r)=\frac{2 \pi}{r^{[(d-2) / 2]}} \int_{0}^{\infty} f_{0}(s) J_{(d-2) / 2}(2 \pi r s) s^{d / 2} \mathrm{~d} s .
$$

We also need a pointwise estimate for the spherical Bessel function.
Lemma 5.2. Let $j_{v}$ be the spherical Bessel function as in (3.2).
(i) If $v \geq 1 / 2$, then for any $x>0$,

$$
\begin{equation*}
\left|j_{v}(x)\right| \leq 5 v^{1 / 6} 2^{\nu} \Gamma(v+1)|x|^{-1 / 2-v} . \tag{5.2}
\end{equation*}
$$

(ii) There holds

$$
\begin{equation*}
\sup _{x>0}\left|x^{1 / 2} j_{0}(x)\right| \leq \sqrt{\frac{2}{\pi}} . \tag{5.3}
\end{equation*}
$$

The estimate (5.2) may be proved by checking the constant in [43, Theorem 2.1], and (5.3) may be found in [55, Theorem 7.31.2].

Proof of Theorem 5.1. We prove $p=1$ firstly. Using Hölder's inequality and the HausdorffYoung inequality, we obtain

$$
\int_{\mathbb{R}^{d}}\|x\|_{1}^{s}|\widehat{f}(x)|^{2} \mathrm{~d} x \leq\|f\|_{v_{s}}\|\widehat{f}\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq\|f\|_{v_{s}}\|f\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leq \frac{1}{4}\|f\|_{\mathcal{B}_{s, 1}}^{2}
$$

It follows from (2.7) that

$$
\|f\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \leq C(1 ; 0, s)\|f\|_{\mathcal{B}_{s, 1}}^{2} .
$$

A combination of the above two inequalities gives (5.1) with $p=1$.
It remains to consider $1<p<2 d /(d+1)$. For any $f \in \mathcal{B}_{s, p}^{\text {rad }}\left(\mathbb{R}^{d}\right)$, let $f(x)=f_{0}(|x|)$. By Lemma 5.1, we have

$$
\begin{equation*}
\widehat{f}(x)=\omega_{d-1} \int_{0}^{\infty} j_{d / 2-1}(2 \pi r|x|) f_{0}(r) r^{d-1} \mathrm{~d} r \tag{5.4}
\end{equation*}
$$

We firstly assume $d \geq 3$. It follows from Hölder's inequality that

$$
\begin{aligned}
& \left|\int_{0}^{\infty} j_{d / 2-1}(2 \pi r|x|) f_{0}(r) r^{d-1} \mathrm{~d} r\right| \\
\leq & \left(\int_{0}^{\infty}\left|f_{0}(r)\right|^{p} r^{d-1} \mathrm{~d} r\right)^{1 / p}\left(\int_{0}^{\infty}\left|j_{d / 2-1}(2 \pi r|x|)\right|^{p^{\prime}} r^{d-1} \mathrm{~d} r\right)^{1 / p^{\prime}} \\
= & \frac{1}{\omega_{d-1}^{1 / p}(2 \pi|x|)^{d / p^{\prime}}}\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)}\left(\int_{0}^{\infty}\left|j_{d / 2-1}(s)\right|^{p^{\prime}} s^{d-1} \mathrm{~d} s\right)^{1 / p^{\prime}}
\end{aligned}
$$

Note that for $v \geq 0$,

$$
j_{v}(x)=\frac{\Gamma(v+1)}{\Gamma(v+1 / 2) \Gamma(1 / 2)} \int_{0}^{\pi} e^{i x \cos \theta} \sin ^{2 v} \theta \mathrm{~d} \theta
$$

which immediately implies

$$
\begin{equation*}
\left|j_{v}(x)\right| \leq \frac{\Gamma(v+1)}{\Gamma(v+1 / 2) \Gamma(1 / 2)} \int_{0}^{\pi} \sin ^{2 v} \theta \mathrm{~d} \theta=1 \tag{5.5}
\end{equation*}
$$

Let $K>0$ be a constant to be determined later on. By (5.5), we get

$$
\int_{0}^{K}\left|j_{d / 2-1}(s)\right|^{p^{\prime}} s^{d-1} \mathrm{~d} s \leq \int_{0}^{K} s^{d-1} \mathrm{~d} s=\frac{K^{d}}{d}
$$

Using (5.2) and noting $1<p<2 d /(d+1)$, we obtain

$$
\begin{aligned}
\int_{K}^{\infty}\left|j_{d / 2-1}(s)\right|^{p^{\prime}} s^{d-1} \mathrm{~d} s & \leq\left[5(d / 2-1)^{1 / 6} 2^{d / 2-1} \Gamma(d / 2)\right]^{p^{\prime}} \int_{K}^{\infty} s^{d-1-(d-1) p^{\prime} / 2} \mathrm{~d} s \\
& \leq\left[5 d^{1 / 6} 2^{d / 2-7 / 6} \Gamma(d / 2)\right]^{p^{\prime}} \frac{K^{d-(d-1) p^{\prime} / 2}}{\left[(d-1) p^{\prime} / 2\right]-d}
\end{aligned}
$$

The above two estimates give us that

$$
\int_{0}^{\infty}\left|j_{d / 2-1}(s)\right|^{p^{\prime}} s^{d-1} \mathrm{~d} s \leq \frac{K^{d}}{d}+\left[5 d^{1 / 6} 2^{d / 2-7 / 6} \Gamma(d / 2)\right]^{p^{\prime}} \frac{K^{d-(d-1) p^{\prime} / 2}}{\left[(d-1) p^{\prime} / 2\right]-d} .
$$

Optimizing with respect to $K$, choosing

$$
K=\left(5 d^{1 / 6} 2^{d / 2-7 / 6} \Gamma(d / 2)\right)^{2 d /[d-1]},
$$

and noting $1<p<2 d /(d+1)$, we obtain

$$
\begin{aligned}
\sup _{|x|>0}|x|^{d / p^{\prime}}|\widehat{f}(x)| & \leq \frac{5^{2 d /\left[(d-1) p^{\prime}\right]} 2^{-\frac{d+3}{3(d-1) p^{\prime}}}}{\left(1-2 d /\left[(d-1) p^{\prime}\right]\right)^{1 / p^{\prime}}}[\Gamma(d / 2)]^{\frac{d+1}{(d-1) p}} \pi^{-\frac{d}{2 p^{\prime}}}\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)} \\
& \leq A_{d}\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)}
\end{aligned}
$$

Using the above inequality, we obtain, for $s \geq 0$, there holds

$$
\begin{aligned}
\int_{\mathbb{R}^{d}}|x|^{s+d / p^{\prime}}|\widehat{f}(x)|^{2} \mathrm{~d} x & \leq \sup _{|\xi|>0}|x|^{d / p^{\prime}}|\widehat{f}(x)| \int_{\mathbb{R}^{d}}\|x\|_{1}^{s}|\widehat{f}(x)|^{2} \mathrm{~d} x \\
& \leq A_{d}\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)}\|f\|_{v_{s}} \leq \frac{A_{d}}{4}\|f\|_{\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)}^{2} .
\end{aligned}
$$

Proceeding along the same line that leads to (2.7), we obtain

$$
\|f\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \leq C(p ; 0, s)^{2-p}\|f\|_{\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)}^{2} .
$$

A combination of the above two inequalities gives that $f \in W^{s / 2+d /\left(2 p^{\prime}\right), 2}\left(\mathbb{R}^{d}\right)$.
The proof for $d=2$ is the same provided that we use (5.3) in lieu of (5.2).
In what follows, we study the decaying behavior of the functions in $\mathcal{B}_{s, p}^{\text {rad }}\left(\mathbb{R}^{d}\right)$. The decaying behavior of the radial function in various function spaces dates back to the socalled Strauss' inequality [53]; see also [36].

Theorem 5.2. Let $d \geq 2,1 \leq p \leq 2$ and $s \geq 0$. Every function $f \in \mathcal{B}_{s, p}^{\text {rad }}\left(\mathbb{R}^{d}\right)$ is almost everywhere equal to a function $f_{0}$, which is a continuous function except $x \neq 0$ such that

$$
\begin{equation*}
\sup _{x \in \mathbb{R}^{d} \backslash\{0\}}|x|^{(d-1) / 2}\left|f_{0}(x)\right| \leq C\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)}^{\gamma}\|f\|_{v_{s}}^{1-\gamma}, \tag{5.6}
\end{equation*}
$$

where $C>0$ is a constant depending on $d, p$ and $s$, and

$$
\gamma=\frac{s+(d-1) / 2}{s+d / p}
$$

Proof. It follows from Corollary 2.2 that Fourier inversion theorem is valid for any $f \in$ $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ with $s \geq 0$. Denote $f_{0}(r)=f(|x|)$. The representation formula (5.4) is also valid by exchanging the role of $f$ and its Fourier transform, i.e., for any $r>0$,

$$
f_{0}(r)=\omega_{d-1} \int_{0}^{\infty} j_{d / 2-1}(2 \pi r \rho) \widehat{f}_{0}(\rho) \rho^{d-1} \mathrm{~d} \rho .
$$

We firstly consider $d \geq 3$. By (5.2), we have that for any $r>0$,

$$
\left|f_{0}(r)\right| \leq 5 \sqrt{2 \pi}(d / 2-1)^{1 / 6} r^{(1-d) / 2} \int_{0}^{\infty}\left|\widehat{f}_{0}(\rho)\right| \rho^{(d-1) / 2} \mathrm{~d} \rho .
$$

Let $K>0$ be a constant to be specified later on. By Hölder's inequality and the HausdorffYoung inequality, we obtain

$$
\begin{aligned}
\int_{0}^{K}\left|\widehat{f_{0}}(\rho)\right| \rho^{(d-1) / 2} \mathrm{~d} \rho & \leq\left(\int_{0}^{K} \rho^{(d-1)\left(p / 2-p / p^{\prime}\right)} \mathrm{d} \rho\right)^{1 / p}\left(\int_{0}^{K}\left|\widehat{f}_{0}(\rho)\right|^{p^{\prime}} \rho^{d-1} \mathrm{~d} \rho\right)^{1 / p^{\prime}} \\
& \leq \omega_{d-1}^{-1 / p^{\prime}}\left(\int_{0}^{K} \rho^{(d-1)\left(p / 2-p / p^{\prime}\right)} \mathrm{d} \rho\right)^{1 / p}\|\widehat{f}\|_{L^{p^{\prime}}\left(\mathbb{R}^{d}\right)} \\
& \leq \frac{K^{[d / p-(d-1) / 2]}}{\omega_{d-1}^{1 / p^{\prime}}(d-(d-1) p / 2)^{1 / p}}\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)} .
\end{aligned}
$$

It follows from (5.2) and $s \geq 0$ that

$$
\int_{K}^{\infty}\left|\widehat{f}_{0}(\rho)\right| \rho^{(d-1) / 2} \mathrm{~d} \rho \leq \omega_{d-1}^{-1} K^{(1-d) / 2-s}\|f\|_{v_{s}}
$$

Combining the above two inequalities and optimize with respect to $K$, i.e.,

$$
K=\left(\frac{\|f\|_{v_{s}}}{\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)}}\right)^{1 /(s+d / p)}\left(\frac{2 s+d-1}{2(d / p-(d-1) / 2)^{1 / p^{\prime}}}\right)^{1 /(s+d / p)}\left(\frac{p}{\omega_{d-1}}\right)^{1 /(d+s p)}
$$

we obtain (5.6).
The proof for $d=2$ is the same provided that we replace (5.3) by (5.2).

## 6 Application to neural network approximation

As an application of $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$, we prove $L^{q}$ approximation rate for two-layer neural network (NN) with $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ as the target function space. We shall not give a literature review on the approximation of NN, and refer to [45] and [14] for surveys.

Let $\sigma$ be an activation function on $\mathbb{R}$ and a two-layer neural network is defined as

$$
\mathcal{M}_{n}(\sigma):=\left\{h(x)=\sum_{i=1}^{n} c_{i} \sigma\left(a_{i} \cdot x+b_{i}\right) \mid b_{i}, c_{i} \in \mathbb{R}, a_{i}, x \in \mathbb{R}^{d}\right\} .
$$

We consider the approximation over the hypercube $D:=(-1 / 2,1 / 2)^{d}$, and define $\gamma(q)=$ $\min (1-1 / q, 1 / 2)$ for any $1 \leq q<\infty$. The main result reads

Theorem 6.1. For any $1 \leq q<\infty$ and $1 \leq p \leq 2$, suppose that $f \in \mathcal{B}_{1-1 / q, p}\left(\mathbb{R}^{d}\right)$. If there exist $\alpha>q /(q-1)$ and $A>0$ such that

$$
\begin{equation*}
|\sigma(t)| \leq A(1+|t|)^{-\alpha}, \tag{6.1}
\end{equation*}
$$

then there exists $f_{n} \in \mathcal{M}_{n}(\sigma)$ such that

$$
\begin{equation*}
\left\|f-f_{n}\right\|_{L^{q}(D)} \leq C \sqrt{q} d^{1 /[2 q]} n^{-\gamma(q)}\left(\|f\|_{v_{1-1 / q}}+\|f\|_{v_{-1 / q}}\right) \tag{6.2}
\end{equation*}
$$

where $C$ depends on $\sigma, x_{0}, A$ and $\alpha$, while is independent of $q, d$ and $n$.
If $f \in \mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ with $s \geq 1-1 / q$, then (6.2) changes to

$$
\begin{equation*}
\left\|f-f_{n}\right\|_{L^{q}(D)} \leq C \sqrt{q} d^{1-1 /[2 q]-s} n^{-\gamma(q)}\|f\|_{\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)} \tag{6.3}
\end{equation*}
$$

The above theorem proves $\mathrm{L}^{q}$ approximation bound for the target function belonging to the Barron spectrum space for commonly used activation functions. The rate $\gamma(q)$ is the same with [15], which may be improved when $1 \leq q<2$; cf., Corollary 6.1.

MAKOVOZ [38, Theorem 3] proved $\mathrm{L}^{q}-$ error when $\sigma$ is a sigmoid with the rate $\gamma(q)=$ $1 / 2+1 /\left[q^{*} d\right]$, where $q^{*}$ is the smallest even integer satisfying $q^{*} \geq q$, the extra term $1 /\left[q^{*} d\right]$ is significant for small $d$ while vanishes when $d \rightarrow \infty$. This rate is better than $\gamma(q)$ in (6.2), while the finiteness of $\|f\|_{v_{1}}$ has been assumed, and the dependence of the error bound on $d$ and $q$ is unclear.

Taking $s=1 / 2$ and $q=2$ in (6.3), we obtain

$$
\left\|f-f_{n}\right\|_{L^{2}(D)} \leq C d^{1 / 4} n^{-1 / 2}\|f\|_{\mathcal{B}_{1 / 2, p}\left(\mathbb{R}^{d}\right)}
$$

This recovers [48, $m=0$ in Theorem 2], in which the authors have assumed that $\|f\|_{v_{0}}+$ $\|f\|_{v_{1}}$ is finite. Recently, the same authors improved this result in [49, Theorem 5] when $\sigma$ is a sigmoid under weaker regularity on $f$, i.e., a finite $\|f\|_{v_{0}}+\|f\|_{v_{1 / 2}}$ suffices for the above error bound, while this improvement is achieved at the cost of a constant that depends on the dimension exponentially. We proved the algebraical dependence of the error on the dimension, which has been ignored in [48].

If the activation function is ReLU, i.e., $\sigma(x)=\max (x, 0)$, then Breiman [9] proved

$$
\left\|f-f_{n}\right\|_{L^{2}(D)} \leq C n^{-1 / 2}\|f\|_{v_{2}}
$$

where the dependence of the error bound on $d$ is unknown. We may infer $\mathrm{L}^{q}$-estimate from the uniform approximation result in [31, Theorem 2]: there exists a universal constant $C$ such that

$$
\left\|f-f_{n}\right\|_{L^{q}(D)} \leq\left\|f-f_{n}\right\|_{L^{\infty}(D)} \leq C \max (\sqrt{\log n}, \sqrt{d}) n^{-1 / 2-1 / d}\|f\|_{v_{2}} .
$$

If we take $s=1$ and $p=2$ in (6.3), then

$$
\left\|f-f_{n}\right\|_{L^{q}(D)} \leq C \sqrt{q} d^{-1 /[2 q]} n^{-1 / 2}\|f\|_{\mathcal{B}_{1,2}\left(\mathbb{R}^{d}\right)} .
$$

The convergence rate is less sharp than that in [31, Theorem 2], while our result requires a smaller index on the spectrum norm with an algebraic decay on the dimension.

The estimate (6.2) is invalid for $q=\infty$, while we believe similar estimate remains true if we exploit the deep sampling theorem of Dudley as in [38,39] and [31], which will be left for further pursuit.

Remark 6.1. As observed in [48, Corollary 1], the decaying condition (6.1) need not be satisfied by $\sigma$ per se, a finite translation of $\sigma$ suffices. Moreover, this condition is stronger than the one in [48], i.e., they have assumed $\alpha=1$. Nevertheless, this condition is satisfied by a finite shift of the commonly used activation functions such as sigmoid, arctan, hyperbolic tangent, ReLU, and $k$-th power of ReLU for $k=0,1,2, \cdots$; We refer to [48, Table 1] for an elaboration on this point.

Our proof is based on the representation (6.4), which has been assumed in the proof of several approximation results for NN ; see, e.g., [30]. While this formula is valid for functions in $\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)$ with $s \geq 0$ as proved in Corollary 2.2. Another tool in proving Theorem 6.1 is the cube slicing theorem of Ball [1, Theorem 4], which helps us to clarify the dependence of the estimate on the dimension.

Lemma 6.1. Define the hyperplane

$$
H_{t}:=\left\{x \in \mathbb{R}^{d}|\omega \cdot x=t,|\omega|=1\}\right.
$$

for any $t \in \mathbb{R}$. Then

$$
\left|H_{t} \cap D\right| \leq \sqrt{2}
$$

where $D=(-1 / 2,1 / 2)^{d}$ is the hypercube.
Proof of Theorem 6.1. By the growth condition on $\sigma$, we conclude that $\sigma \in L^{1}(\mathbb{R})$, and there exists $x_{0} \neq 0$ such that $\widehat{\sigma}\left(x_{0}\right) \neq 0$. For any $f \in \mathcal{B}_{1-1 / q, p}\left(\mathbb{R}^{d}\right)$ with $1 \leq q<\infty$, using Corollary 2.2, we have $\widehat{f} \in L^{1}\left(\mathbb{R}^{d}\right)$, hence Fourier inversion theorem is true. Invoking the fact that $\sigma \in L^{1}(\mathbb{R})$ again, using Fubini's theorem and changing of variables, we obtain

$$
\begin{equation*}
f(x)=\int_{\mathbb{R}^{d}} \int_{\mathbb{R}} \frac{\sigma\left(\left(\xi / x_{0}\right) \cdot x+s\right)}{\widehat{\sigma}\left(x_{0}\right)} \widehat{f}(\xi) e^{-i 2 \pi s x_{0}} \mathrm{~d} s \mathrm{~d} \xi . \tag{6.4}
\end{equation*}
$$

We rewrite the above representation as an expectation as [2]. Let $z=(\xi, s) \in \mathcal{Z}$ with $\mathcal{Z}:=$ $\mathbb{R}^{d} \times \mathbb{R}$. For any $1<q \leq 1 /(1-s)$ when $0<s<1$ and $1<q<\infty$ for $s \geq 1$, we define

$$
\begin{aligned}
& F(x ; z):=\left(\frac{\|\xi\|_{1}}{\left|x_{0}\right|}\right)^{1 / q} \frac{\sigma\left(\left(\xi / x_{0}\right) \cdot x+s\right)}{\widehat{\sigma}\left(x_{0}\right)} \cos \left[2 \pi\left(s x_{0}+\theta(\xi)\right) \widetilde{h}^{-1}(z)\right. \\
& h(z):=\left(\frac{\left|x_{0}\right|}{\|\xi\|_{1}}\right)^{1 / q}|\widehat{f}(\tilde{\xi})| \widetilde{h}(z) \quad \text { with } \quad \widetilde{h}(z):=\left(1+\max \left(0,|s|-\frac{\|\xi\|_{1}}{2\left|x_{0}\right|}\right)\right)^{-\alpha(1-1 / q)}, \\
& w(z):=\frac{h(z)}{Q} \quad \text { with } \quad Q:=\int_{\mathcal{Z}} h(z) \mathrm{d} z .
\end{aligned}
$$

Hence, we write $f$ as

$$
f=Q \mathbb{E}_{w}[F(x ; z)] \quad \text { with } \quad \mathbb{E}_{w} F(x ; z):=\int_{\mathcal{Z}} F(x ; z) w(z) \mathrm{d} z .
$$

The neural network approximation may be viewed as

$$
f_{n}(x ; \bar{z})=\frac{Q}{n} \sum_{i=1}^{n} F\left(x ; z_{i}\right),
$$

where $\bar{z}=\left(z_{1}, \cdots, z_{n}\right)$, and it is clear that $f_{n} \in \mathcal{M}_{n}(\sigma)$.
Let

$$
\bar{w}=\underbrace{w \otimes \cdots \otimes w}_{n} \quad \text { and } \quad \overline{\mathcal{Z}}=\underbrace{\mathcal{Z} \otimes \cdots \otimes \mathcal{Z}}_{n}
$$

and denote $\bar{w}(\bar{z})=\prod_{i=1}^{n} w\left(z_{i}\right)$. For any measurable function $G$ defined over $\overline{\mathcal{Z}}$, we define the expectation of $G$ with respect to $\bar{w}$ as

$$
\mathbb{E}_{\bar{w}}(G):=\int_{\bar{z}} G(\bar{z}) \bar{w}(\bar{z}) \mathrm{d} \bar{z} .
$$

Using Fubini's theorem again, we obtain

$$
\mathbb{E}_{\bar{w}}\left(\left\|f-f_{n}(\cdot ; \bar{z})\right\|_{L^{q}(D)}^{q}\right)=\int_{D} \mathbb{E}_{\overline{\bar{w}}}\left|f(x)-f_{n}(x ; \bar{z})\right|^{q} \mathrm{~d} x
$$

By definition, we write

$$
f(x)-f_{n}(x ; \bar{z})=\frac{Q}{n} \sum_{i=1}^{n}\left(\mathbb{E}_{w} F(x ; z)-F\left(x ; z_{i}\right)\right) .
$$

For $i=1, \cdots, n$, we denote $X_{i}(x)=\mathbb{E}_{w} F(x ; z)-F\left(x ; z_{i}\right)$, which is independent and $\mathbb{E}_{\bar{w}} X_{i}(x)=$ 0 for all $x \in D$. By the Marcinkiewicz-Zygmund inequality [13, Theorem 2, p. 386], for any $1 \leq q<\infty$,

$$
\begin{equation*}
\mathbb{E}_{\bar{w}}\left[\left|\sum_{i=1}^{n} X_{i}\right|^{q}\right] \leq C^{q}(q) \mathbb{E}_{\overline{\bar{w}}}\left[\left(\sum_{i=1}^{n} X_{i}^{2}\right)^{q / 2}\right] \tag{6.5}
\end{equation*}
$$

where

$$
C(q)= \begin{cases}1, & 1 \leq q \leq 2 \\ \sqrt{2}\left(\frac{\Gamma((q+1) / 2)}{\sqrt{\pi}}\right)^{1 / q}, & 2<q<\infty\end{cases}
$$

The constant $C(q)$ is optimal; see e.g., $[21,25]$.
Hence, there holds

$$
\mathbb{E}_{\bar{w}}\left(\left\|f-f_{n}(\cdot ; ; \bar{z})\right\|_{L^{q}(D)}^{q}\right) \leq\left(\frac{Q C(q)}{n}\right)^{q} \int_{D} \mathbb{E}_{\bar{w}}\left[\left(\sum_{i=1}^{n} X_{i}^{2}(x)\right)^{q / 2}\right] \mathrm{d} x .
$$

By Hölder's inequality, for any $a \in \mathbb{R}^{n}$ and $1<q<\infty$, there holds

$$
\|a\|_{2} \leq n^{(1 / 2-1 / q)+}\|a\|_{q}
$$

where $(1 / 2-1 / q)_{+}=1 / 2-1 / q$ if $q \geq 2$, and 0 otherwise.
Note the elementary inequality:

$$
(a+b)^{q} \leq 2^{q-1}\left(a^{q}+b^{q}\right) \quad a, b \geq 0, \quad 1<q<\infty .
$$

Combining the above three inequalities, we obtain

$$
\begin{equation*}
\mathbb{E}_{\bar{w}}\left(\left\|f-f_{n}(; ; \bar{z})\right\|_{L^{q}(D)}^{q}\right) \leq\left(\frac{2 Q C(q)}{n}\right)^{q} n^{1+q(1 / 2-1 / q)_{+}} \int_{D} \mathbb{E}_{w}|F(x ; z)|^{q} \mathrm{~d} x . \tag{6.6}
\end{equation*}
$$

It remains to bound $Q$ and $\mathbb{E}_{w}|F|^{q}$. A direct calculation gives that for any $\xi \in \mathbb{R}^{d}$,

$$
\begin{aligned}
\int_{\mathbb{R}} \widetilde{h}(\xi, s) \mathrm{d} s & =\int_{|s| \leq\|\xi\|_{1} /\left[2\left|x_{0}\right|\right]} \mathrm{d} s+\int_{|s|>\|\xi\|_{1} /\left[2\left|x_{0}\right|\right]}\left(1+|s|-\|\xi\|_{1} /\left[2\left|x_{0}\right|\right]\right)^{-\alpha(1-1 / q)} \mathrm{d} s \\
& =\frac{\|\xi\|_{1}}{\left|x_{0}\right|}+\frac{2 q}{\alpha(q-1)-q} \\
& \leq \max \left(2 q /[\alpha(q-1)-q], 1 /\left|x_{0}\right|\right)\left(1+\|\xi\|_{1}\right) .
\end{aligned}
$$

This immediately implies

$$
Q \leq \max \left(2 q /(\alpha(q-1)-q), 1 /\left|x_{0}\right|\right)\left|x_{0}\right|^{1 / q}\left(\|f\|_{v_{-1 / q}}+\|f\|_{v_{1-1 / q}}\right) .
$$

For any $x \in D$,

$$
\left|s+\xi \cdot x / x_{0}\right| \geq \max \left(0,|s|-|\xi \cdot x| /\left|x_{0}\right|\right) \geq \max \left(0,|s|-\|\xi\|_{1} /\left[2\left|x_{0}\right|\right]\right),
$$

which immediately implies

$$
|\sigma|^{q-1} \widetilde{h}^{-q}(z) \leq A^{q-1}\left(1+\left|s+\xi \cdot x / x_{0}\right|\right)^{-\alpha(q-1)}\left(1+\max \left(0,|s|-\|\xi\|_{1} /\left[2\left|x_{0}\right|\right]\right)\right)^{\alpha(q-1)} \leq A^{q-1} .
$$

Using Fubini's theorem and the above inequality, we write

$$
\begin{aligned}
\int_{D} \mathbb{E}_{w}|F(x ; z)|^{q} \mathrm{~d} x & \leq \int_{\mathcal{Z}} \frac{\|\xi\|_{1}}{\left|\widehat{\sigma}\left(x_{0}\right) \widetilde{h}(z)\right|^{q}\left|x_{0}\right|} \int_{D}\left|\sigma\left(\left(\xi / x_{0}\right) \cdot x+s\right)\right|^{q} \mathrm{~d} x w(z) \mathrm{d} z \\
& \leq \frac{A^{q-1} \sqrt{d}}{\left|\widehat{\sigma}\left(x_{0}\right)\right|^{q}} \int_{\mathcal{Z}} \frac{|\xi|}{\left|x_{0}\right|} \int_{D}\left|\sigma\left(\left(\xi / x_{0}\right) \cdot x+s\right)\right| \mathrm{d} x w(z) \mathrm{d} z .
\end{aligned}
$$

Using the cube slicing Lemma 6.1, we get

$$
\begin{aligned}
\int_{D}\left|\sigma\left(\left(\xi / x_{0}\right) \cdot x+s\right)\right| \mathrm{d} x & \leq \int_{-\sqrt{d} / 2}^{\sqrt{d} / 2} \int_{H_{t} \cap D}\left|\sigma\left(\left(|\xi| / x_{0}\right) t+s\right)\right| \mathrm{d} x \mathrm{~d} t \\
& =\int_{-\sqrt{d} / 2}^{\sqrt{d} / 2}\left|\sigma\left(\left(|\xi| / x_{0}\right) t+s\right)\right|\left|H_{t} \cap D\right| \mathrm{d} t \\
& \leq \sqrt{2} \int_{-\sqrt{d} / 2}^{\sqrt{d} / 2}\left|\sigma\left(\left(|\xi| / x_{0}\right) t+s\right)\right| \mathrm{d} t \\
& \leq \sqrt{2} \frac{\left|x_{0}\right|}{|\xi|} \int_{\mathbb{R}}|\sigma(t)| \mathrm{d} t \\
& \leq \frac{2 \sqrt{2} A\left|x_{0}\right|}{|\xi|(\alpha-1)}
\end{aligned}
$$

A combination of the above two inequalities gives

$$
\int_{D} \mathbb{E}_{w}|F(x ; z)|^{q} \mathrm{~d} x \leq \frac{2 \sqrt{2 d} A^{q}}{\left|\widehat{\sigma}\left(x_{0}\right)\right|^{q}(\alpha-1)} \leq \frac{2 \sqrt{2 d} q A^{q}}{\left|\widehat{\sigma}\left(x_{0}\right)\right|^{q}} .
$$

Substituting the bounds for $Q$ and $\mathbb{E}_{w}|F|^{q}$ into (6.6), we get

$$
\left\|f-f_{n}\right\|_{L^{q}(D)} \leq C n^{-\gamma(q)}\left(\|f\|_{v_{-1 / q}}+\|f\|_{v_{1-1 / q}}\right)
$$

with $C=C_{1}\left(x_{0}\right) C(q) d^{1 /[2 q]}$ and

$$
C_{1}=16 A\left(\left|x_{0}\right| q\right)^{1 / q} \max \left(q /[\alpha(q-1)-q], 1 /\left|x_{0}\right|\right)\left|\widehat{\sigma}\left(x_{0}\right)\right|^{-1} .
$$

Using the fact $C(q) \simeq \sqrt{q}$ for large $q$, we obtain (6.2).
Using the interpolation inequality in Lemma 2.1, the above estimate changes to

$$
\left\|f-f_{n}\right\|_{L^{q}(D)} \leq C n^{-\gamma(q)}(C(p ; 1-1 / q, s)+C(p ;-1 / q, s))\|f\|_{\mathcal{B}_{s, p}\left(\mathbb{R}^{d}\right)} .
$$

Noting that

$$
C(p, 1-1 / q, s) \simeq d^{1-1 / q-s} \quad \text { and } \quad C(p,-1 / q, s) \simeq d^{-1 / q-s}
$$

for large $d$. This gives (6.3) and completes the proof.

Theorem 6.1 may be extended to domain $D_{R}:=[-R / 2, R / 2]^{d}$. The estimate (6.2) changes to

$$
\begin{equation*}
\left\|f-f_{n}\right\|_{L^{q}\left(D_{R}\right)} \leq C R^{1+(d-1) / q} \sqrt{q} d^{1 /[2 q]} n^{-\gamma(q)}\left(\|f\|_{v_{1-1 / q}}+\|f\|_{v_{-1 / q}}\right) \tag{6.7}
\end{equation*}
$$

where $C$ depends on $\sigma, x_{0}, A$ and $\alpha$ while independent of $q, d, R$ and $n$. The proof is the same with that leads to (6.2) except that the constant in the cube slicing Lemma 6.1 is replaced by $\sqrt{2} R^{d-1}$.

For $1 \leq q<2$, the rate $\gamma(q)$ in (6.7) may be slightly improved at a cost of a lager prefactor concerning $R, d$ and a smaller target function space.

Corollary 6.1. Under the same condition of Theorem 6.1, for $1 \leq q<2$, there holds

$$
\begin{equation*}
\left\|f-f_{n}\right\|_{L^{q}\left(D_{R}\right)} \leq C R^{d / q+1 / 2} d^{1 / 4} n^{-1 / 2}\|f\|_{\mathcal{B}_{1 / 2, p}\left(\mathbb{R}^{d}\right)} \tag{6.8}
\end{equation*}
$$

where $C$ depends on $\sigma, x_{0}, A, p$ and $\alpha$ while independent of $q, d, R$ and $n$.
Proof. For $1 \leq q<2$, one use Hölder's inequality to obtain

$$
\left\|f-f_{n}\right\|_{L^{q}\left(D_{R}\right)} \leq \operatorname{mes}\left(D_{R}\right)^{1 / q-1 / 2}\left\|f-f_{n}\right\|_{L^{2}\left(D_{R}\right)}
$$

Taking $q=2$ in (6.7), we obtain

$$
\left\|f-f_{n}\right\|_{L^{2}\left(D_{R}\right)} \leq C R^{(d+1) / 2} d^{1 / 4} n^{-1 / 2}\left(\|f\|_{v_{1 / 2}}+\|f\|_{v_{-1 / 2}}\right) .
$$

A combination of the above two inequalities and Lemma 2.1 give (6.8).

## 7 Conclusion

We introduce a new function space $\mathcal{B}_{s, p}$ that may be viewed as a classical realization of the Barron function class. The embedding between Barron spectrum space and the Besov space has been established, which leads to the embedding among Barron spectrum space, the Sobolev space and the Bessel potential space. These embeddings also show that $\mathcal{B}_{s, p}$ is smooth with a non-negative index $s$. The dimension independent approximation rate has been proved for two-layer neural network with $\mathcal{B}_{s, p}$ as a target space. The connection among this space and other Baron type spaces will be discussed in a forthcoming work, partial results in this direction may be found in [11]. The fine properties of the Barron spectrum space and other Barron type spaces may be useful for study the approximation and the estimation of the neural network models [47] as well as the convergence behavior of certain NN based methods for partial differential equations; see; e.g., [18, 28,35].
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