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Energy-Spreading-Transform Based MIMO Systems:
Iterative Equalization, Evolution Analysis,

and Precoder Optimization
Xiaojun Yuan, Member, IEEE, Junjie Ma, and Li Ping, Fellow, IEEE

Abstract—In this paper, we develop a novel iterative equal-
ization algorithm for energy-spreading-transform (EST) based
multiple-input multiple-output (MIMO) systems. We show that
the proposed scheme significantly outperforms the existing non-
linear MIMO equalizers in various system setups. We further
investigate the precoder design based on the signal-to-interference-
plus-noise-ratio (SINR) variance evolution technique, so as to
exploit the available channel state information at the transmitter
(CSIT). We derive the optimal precoding directions, and show
that the precoder optimization then boils down to a simple power
allocation problem that is solvable using convex programming.
Numerical results demonstrate that the optimized precoder can
achieve a significant power gain, as compared with the non-
optimized scheme.

Index Terms—Energy spreading transform, MIMO, iterative
equalization, SINR-variance transfer chart, precoder design.

I. INTRODUCTION

MULTIPLE-INPUT multiple-output (MIMO) techniques
[1], [2] have been extensively studied in wireless com-

munication in the past decade. A critical issue for MIMO
communication is to mitigate cross-antenna interference at the
receiver. Various equalization techniques, e.g., in [3]–[11], have
been developed for this purpose. Particularly, turbo equalization
[10], [11], utilizing the decision feedback of a forward-error-
control (FEC) decoder for efficient interference cancelation,
proves remarkably successful. However, this requires iterative
processing of the equalizer and the decoder, which consider-
ably increases computational complexity and complicates the
hardware design. As such, state-of-the-art industrial standards
for MIMO techniques [12], [13] suggest sequential processing
of the equalization and decoding operations, instead of turbo
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equalization. It is then of great practical and theoretical interest
to design equalizers without the help of the decoder, which is
the focus of this paper.

Conventional approaches for MIMO equalization include
maximum likelihood (ML) estimation, linear minimum mean-
square error (LMMSE) estimation, and zero-forcing (ZF), etc.
[14]. The optimal ML estimation is usually not desirable due
to its high complexity. ZF and LMMSE estimators can reduce
the complexity to a polynomial order, but usually suffer from
significant performance degradation, as incurred by noise am-
plification and residual interference.

Various non-linear equalizers have been proposed in the
literature. Among them, a promising approach is decision
feedback equalization (DFE) [3], [4], [15], [16], in which the
residual interference of a linear estimator is suppressed without
significantly increasing computational complexity. Particularly,
linear MMSE filtering based iterative soft-decision interference
cancellation (MMSE-ISDIC) [17], which is equivalent to the
probability data association (PDA) algorithm [18], [19], has
been widely used for its outstanding performance and afford-
able complexity.

Linear precoding techniques, by exploiting the available
channel state information at the transmitter (CSIT), can be used
together with DFE to improve system performance. For ex-
ample, the geometric-mean-decomposition (GMD) based linear
precoder [5] is shown to be optimal in the sense of minimizing
bit-error rate (BER) for ZF-DFE; and the uniform-channel-
decomposition (UCD) based linear precoder [6] was shown to
be optimal for LMMSE-DFE. The key idea in these approaches
is to linearly transform the physical channel matrix into an
upper-triangular matrix with equal channel gains in the diag-
onal. Then, the information streams are detected layer-by-layer
using successive interference cancellation (SIC). However, it is
known that SIC suffers from error propagation (as the errors in
the upper layers propagate to the lower layers). To overcome
this deficiency, the authors in [7] have recently proposed a root-
mean-square decomposition (RMSD) based energy-spreading-
transform (EST) approach for MIMO communications. The
RMSD-EST scheme in [7] employs dispersive transmission
at the transmitter, i.e., each data symbol is spread over space
and time by an EST precoding matrix, so as to harvest the
diversity provided by the MIMO channel; a low-complexity
MMSE-ISDIC algorithm is applied at the receiver for efficient
equalization. It was shown in [20] that the proposed EST
scheme can achieve full diversity and multiplexing gains, and
considerably outperforms the GMD and UCD schemes.
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Fig. 1. The diagram of the proposed transceiver structure. The interleaver is denoted by Π and the corresponding de-interleaver denoted by Π−1.

In this paper, we introduce a new interpretation of DFE for
EST-based MIMO systems using belief propagation (BP) [21],
[22], as inspired by the great success of BP in turbo equalization
[10], [11]. Based on that, we propose a novel BP-based iterative
equalization algorithm. As compared to the EST algorithms in
[7] and [20], a critical difference is that our proposed algorithm
calculates extrinsic messages at both the estimation and de-
modulation outputs. It is known in turbo (or iterative) decoding
that delivering extrinsic messages avoids short-girth loops in
message-passing and thus significantly improves the decoding
performance [10], [11]. Thus, as expected, we show that our
proposed algorithm significantly outperforms the existing non-
linear equalization algorithms (including the GMD, UCD, and
RMSD-EST schemes) in various system setups. Another differ-
ence is that the EST structure considered in this paper involves
only one pair of discrete Fourier transform (DFT) and inter-
leaving operations, following the precoding design proposed in
[23] and [24]. Our proposed scheme is also applied to FEC-
coded systems by concatenating the proposed equalizer with a
conventional FEC decoder. The performance advantage of the
proposed scheme over its counterparts is more clearly demon-
strated in such FEC-coded systems. Further, we show that the
signal-to-interference-plus-noise-ratio (SINR) variance evolu-
tion technique developed in [25] can be used to analyze the
performance of the proposed algorithm. We demonstrate by nu-
merical results that the simulated performance of the proposed
iterative equalizer agrees well with the evolution analysis.

Moreover, we investigate the precoder optimization based on
the newly established evolution technique. We derive the opti-
mal precoding directions and show that the related optimization
problem boils down to a simple power allocation problem that
is solvable using standard convex programming tools [26].
Numerical results demonstrate that the precoder optimization
provides a significant power gain.

II. SYSTEM DESCRIPTION

A. Channel Model

Consider a vector Gaussian channel with N antennas at
the transmitter and M antennas at the receiver. Assume that
the channel is quasi-static. Specifically, the channel remains
unchanged in a transmission frame consisting of L channel
uses, but varies independently from frame to frame, where L
is an integer.

For each transmission frame, let H be the corresponding
M -by-N complex-valued channel matrix. Then, the received
signal at the ith channel use can be modeled as

ri = Hzi + ηi, for i = 1, 2, . . . , L (1)

where ri is an M -by-1 received signal vector at the ith channel
use, zi is an N -by-1 transmit signal vector, ηi follows the
circular symmetric complex normal (CSCN) distribution with
zero mean and covariance σ2I , i.e., ηi ∼ CN (0, σ2I), where
I is an identity matrix of a proper size.

For the overall frame, the composite channel is represented as

r = (I ⊗H)z + η (2)

where r=[rT1 , r
T
2 , . . . , r

T
T ]

T
, z=[zT

1 , z
T
2 , . . . ,z

T
T ]

T
, and η=

[ηT
1 ,η

T
2 , . . . ,η

T
T ]

T
, and “⊗” represents the Kronecker product.

We assume that perfect channel state information is available
at the receiver. No assumption is imposed on the availability of
CSIT until Section V.

B. Transmitter Structure

The transmitter structure employed in this paper basically
follows the energy-spreading transform (EST) proposed in [7]
and [20], and is illustrated in the upper half of Fig. 1. In
each transmission frame, the transmitter aims to send a symbol
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vector x of length J=NL to the receiver. Each entry of x is
equi-probably taken over a finite constellation S={s1, s2, . . . ,
s|S|}, where |S| represents the cardinality of S . Without loss of
generality, we assume that S satisfies the following property:∑

si∈S
si = 0 and

1

|S|
∑
si∈S

|si|2 = 1. (3)

Vector x passes through a discrete Fourier transform (DFT)
operator to yield

y = Fx (4)

where F is a J-by-J normalized DFT matrix, with the (m,n)th
entry given by

Fm,n=
1√
J
exp

(
−i

2πmn

J

)
, for m,n=0, . . . , J−1. (5)

Let Π be a randomly chosen interleaver. The vector y passes
through Π, yielding the channel input vector

z = Πy = Ex (6a)

where

E ≡ ΠF (6b)

is the energy-spreading transform proposed in [7] and [20], and
Π the J-by-J permutation matrix specified by Π.

The complexity of the transmitter is dominated by (4), which
can be efficiently implemented using the renowned fast Fourier
transform (FFT) algorithm with complexity O(J log J).

III. PROPOSED ITERATIVE EQUALIZATION ALGORITHM

In what follows, we focus on the receiver design. We provide
a new interpretation of the decision feedback equalization from
the perspective of BP. Based on that, we develop a novel
iterative equalizer that can significantly outperform the existing
approaches in the literature.

A. Proposed Iterative Equalizer

The equalizer aims to detect x based on the channel ob-
servation r. The diagram of the proposed iterative equalizer
is illustrated in the lower half of Fig. 1. For convenience, we
divide the overall iterative equalizer into two virtual modules,
namely the estimation module and the demodulation module.
The estimation module consists of the flowchart starting from
→
z and ending at ←

x, including the estimator and the two de-
interleaver and IFFT blocks; the demodulation module consists
of the flowchart starting from ←

x and ending at →
z , including the

demodulator and the two FFT and interleaver blocks.
For the estimation module, the estimator estimates z based

on the channel observation r and the input vector →
z , yielding

an output vector ←
z . Then, ←

z is de-interleaved by Π−1 to form
the vector ←

y. The output ←
x of the estimation module is obtained

by calculating the extrinsic distributions, using the IFFT of ←
y

as the a posteriori and the IFFT of the de-interleaved version of
→
z as the a priori.

For the demodulation module, the demodulator makes a soft
decision on x, denoted by →

x, based on the input ←
x and the fact

that each entry of x is constrained on the discrete constellation
S . Then, the output of the demodulation module, denoted by →

z ,
is obtained by calculating the extrinsic distributions (in which
the interleaved FFT of →

x is used as the a posteriori and the
interleaved FFT of ←

x as the a priori).
The detailed iterative algorithm is described as follows. Let

Tmax be the number of iterations.

Algorithm 1
Initialization: Set →

z = 0 and v = 1 and the counter t = 0.
Step 1: With →

z and v, calculate ←
x and u as follows.

a) Noting H̃ = I ⊗H , calculate the MMSE estimator and
the MMSE matrix respectively as

←
z =

→
z + vH̃

H
(vH̃H̃

H
+ σ2I)

−1
(r − H̃

→
z)

←
V =(σ−2H̃

H
H̃ + v−1I)

−1

b) Calculate the average variance as wx = J−1tr{
←
V };

c) Calculate ←
x and u as

u−1 =w−1
x − v−1

←
xi

u
=

(EH←
z )i

wx
− (EH→

z)i
v

, for i = 1, . . . , J.

Step 2: With ←
x and u given in Step 1, calculate the

following to update →
z and v.

a) Calculate the means and variances respectively as

→
xi =E[xi|←xi, xi ∈ S] =

∑
sj∈S

sjp(
←
xi|xi = sj)∑

sj∈S
p(

←
xi|xi = sj)

,

ti =E
[∣∣xi − →

xi

∣∣2 |←xi, xi ∈ S
]

=

∑
sj∈S

|sj − →
xi|2p(←xi|xi = sj)∑

sj∈S
p(

←
xi|xi = sj)

where

p(
←
xi|xi) =

1

πu
exp

(
−|xi − ←

xi|2
u

)
.

b) Calculate the average variance as wy = J−1
∑J

i=1 ti;
c) Calculate →

z and v as

v−1 =w−1
y − u−1

→
z i

v
=

(E
→
x)i

wy
− (E

←
x)i
u

, for i = 1, . . . , J.

Step 3: Set t = t+ 1. If t = Tmax, make a hard decision of
xi using →

xi for each i and stop; otherwise, go to Step 1.
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B. Estimation Operations

In the remainder of this section, we explain the motivations
behind Algorithm 1. We start with the estimation operation (i.e.,
Step 1) in which the estimator estimates z given →

z and r.1 A
fundamental assumption taken by the estimator is given below.

Assumption 1: The input vector →
z is modeled as

→
z = z + n (7)

where n is a J-by-1 noise vector with the entries independently
drawn from CN (0, v).

At the beginning of the iterative process, we initialize →
z and

v to 0 and 1, respectively, implying that there is no informa-
tion available from the demodulation module. With (7), this
initialization is equivalent to say that z given →

z is distributed as
CN (0, I), which is in agreement with the following facts: first,
from (3) and (6a), the initial mean and covariance of z is indeed
0 and I; second, from (6a) and the central limit theorem, the
entries of z are Gaussian distributed for a sufficiently large J ,
no matter what signal constellation is used for generating x. In
the iterative process, →

z and v are obtained from the output of
the demodulation module. We defer the detailed justification of
Assumption 1 in the iterative process to Subsection C.

Under Assumption 1, →
z → z → r forms a Markov chain,

i.e., the conditional probability density function (PDF) of (→z , r)
given z can be factorized as

p(
→
z , r|z) = p(

→
z |z)p(r|z), (8)

where the conditional PDF p(
→
z |z) is determined by (7), and

p(r|z) is determined by (1). From (7), the likelihood function
p(

→
z |z) specifies a CSCN distribution with mean →

z and covari-
ance vI . This implies that estimating z given →

z and r (without
any other knowledge of z) is equivalent to estimating z given r
with z a priori distributed as CN (

→
z , vI).2 The latter, by noting

the linear system model in (1), is a standard LMMSE estimation
problem [14]. The a posteriori distribution of z is still CSCN,
with the a posteriori mean given by (c.f., Theorem 12.1 of [14])

←
z =

→
z + vH̃

H
(vH̃H̃

H
+ σ2I)

−1
(r − H̃

→
z ) (9)

and the a posteriori covariance matrix given by
←
V =E

[
(z−←

z)(z−←
z)H

]
=(σ−2H̃

H
H̃+v−1I)

−1
(10)

where H̃ = I ⊗H . In the above, the expectation is taken over
the joint distribution of z and r given by p(z)p(r|z), with
p(z) = CN (

→
z , vI) and p(r|z) determined by (2). It is also

worth mentioning that the above LMMSE estimation approach
has been widely used in turbo equalization [11], [27].

1Here no other information on z is available to the estimator. That is, for the
estimator, it is only known that the entries of z are arbitrary complex numbers.

2We give a heuristic explanation as follows. Suppose that z is to be estimated
based on the observed

→
z and no other prior knowledge of z is available. From

(7) we have

p(
→
z |z) = 1

πv
e−

|→z −z|2
v = CN (

→
z , vI).

Then, as no other knowledge of z is available, we say that the information of z
provided by observing

→
z is z ∼ CN (

→
z , vI). Similar conversions between ob-

servations and distributions will be frequently used in this paper. For example,
in Assumption 2, (15) is equivalent to say that the information of x provided
by observing is x ∼ CN (x̂, wxI).

It is required in the BP principle [21], [22] that extrinsic
distributions, instead of a posteriori distributions, are delivered
in message passing. In what follows, we describe how to
calculate the extrinsic distributions.

As shown in Fig. 1, ←
z is de-interleaved by Π−1 to form ←

y.

From (10),
←
V is block-diagonal by noting H̃ = I ⊗H . This

implies that any two entries of ←
z from two different channel

uses are independent of each other. That is, the entries of ←
z are

only locally correlated. Then, after randomly interleaving ←
z of a

sufficiently large length, such local correlations can be ignored
in the subsequent processing, or in other words, the entries of
given ←

y can be approximated as independent of each other.
Moreover, it is well known that the distortion of an LMMSE
estimator can be approximated as Gaussian distributed [11],
[14], [23]. Thus, the conditional distribution of y(= Π−1z)
given ←

y is given by CN (
←
y,Π−1V diagΠ), or equivalently, ←

y
is modeled as

←
y = y +

←
w (11)

where ←
w ∼ CN (0,Π−1V diagΠ) is independent of y, and

V diag is the diagonal matrix obtained by setting the off-

diagonal elements of
←
V to zeros. The IFFT of ←

y is given by

x̂ ≡ FH←
y = x+ FH←

w. (12)

We have two observations on FH←
w: first, according to the

central limit theorem, the entries of FH←
w are approximately

Gaussian distributed; second, the covariance of FH←
w is

given by

E
[
FH←

w(FH←
w)

H
]
=FHΠ−1V diagΠF →wxI, as J→∞

(13)

where the last step follows from Theorem 3 in [20], and

wx = J−1tr{
←
V }. (14)

With the above reasoning, we make the following assumption.
Assumption 2: The vector x̂ (c.f. (12)) is modeled as

x̂ = x+ n̂ (15)

where n̂ is a J-by-1 vector with the entries independently
drawn from CN (0, wx).

We are now ready to calculate the extrinsic distributions. The
extrinsic distribution of each xi is obtained by excluding the
contribution of the a priori distribution from the a posteriori
distribution. From (15), the a posteriori distribution of each
xi is given by CN (x̂i, wx); from (7), z is a priori distributed
as CN (

→
z , vI). Thus, by noting z = Ex (c.f., (6b)), the a

priori distribution of each xi is given by CN ((EH→
z)i, v),

where (EH→
z)i represents the ith entry of EH→

z . Thus, both the
a priori and a posteriori distributions of x are CSCN. Based
on the Gaussian-message combining rule (c.f., (54) and (55) in
[28]), the extrinsic message is also CSCN, with the mean ←

xi

and variance u of each xi respectively given by

u−1 =w−1
x − v−1 (16a)

←
xi

u
=

x̂i

wx
− (EH→

z)i
v

=
(EH←

z)i
wx

− (EH→
z)i

v
. (16b)
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Then, the output of the estimation part is given by ←
x = [

←
x1,

. . . ,
←
xJ ]

T.
We further model ←

x as follows. From Assumption 1, we
represent the a priori mean vector as EH→

z = x+ FHΠ−1→
n,

where FHΠ−1→
n ∼ CN (0, vI). Thus, the entries of EH→

z
given x are conditionally independent and identically dis-
tributed (i.i.d.). Similarly, from Assumption 2, the entries of
x̂ given x are conditionally i.i.d. Therefore, from (16b), we
conclude that the entries of ←

x given x are conditionally i.i.d.,
and thus can be modeled as

←
x = x+

←
n (17)

where the entries of ←
n are independently drawn from CN (0, u).

C. Demodulation Operations

We now consider the operations in the demodulation mod-
ule illustrated in Fig. 1 (which corresponds to Step 2 in
Algorithm 1). The demodulator estimates x given ←

x, together
with the knowledge that the entries of x are equi-probably taken
over the constellation S . Given ←

x in (17), the entries of x are
conditionally independent of each other, with the conditional
mean and variance of each xi respectively given by

�xi =E[xi|←xi, xi ∈ S] =

∑
sj∈S

sjp(
←
xi|xi = sj)∑

sj∈S
p(

←
xi|xi = sj)

, (18a)

ti =E
[
|xi − �xi|2|←xi, xi ∈ S

]
=

∑
sj∈S

|sj − �xi|2p(←xi|xi = sj)∑
sj∈S

p(
←
xi|xi = sj)

(18b)

where p(
←
xi|xi) is obtained from (17) as

p(
←
xi|xi) =

1

πu
exp

(
−|xi − ←

xi|2
u

)
Denote →

x = [
→
x1,

→
x2, . . . ,

→
xJ ]

T. We further model →
x as

→
x = x+

→
w (19)

where x and →
w are independent, and the ith entry of →

w are
independently drawn from a certain distribution p(

→
wi) with

zero mean and variance ti. Note that here we are not interested
in the exact expression of p(

→
wi), though they are uniquely

determined by (18a). With (19), we can express the a posteriori
mean of the demodulation part as

→
y ≡ F

→
x = y + F

→
w

where the covariance matrix of F →
w is given by

U = F · diag{t1, t2, . . . , tJ} · FH.

From Theorem 3 in [20], U converges to wyI as J tends to
infinity, with wy defined as

wy ≡ 1

J

J∑
k=1

tk. (20)

Further, from the central limit theorem, the entries of F →
w are

approximately Gaussian distributed for a sufficiently large J .
Therefore, we make the following assumption.

Assumption 3: The vector ẑ ≡ E
→
x is modeled as

ẑ = z + ŵ

where ŵ is an J-by-1 vector with the entries independently
drawn from CN (0, wy).

The next step is to calculate the extrinsic messages at the
output of the FFT modules. From Assumption 3, each zi is
a posteriori distributed as CN(ẑi, wy); by noting that z = Ex
and that x is a priori distributed as CN (

←
x, uI), each zi is

a priori distributed as CN ((E
←
x)i, u). Thus, similar to (16), the

extrinsic mean and variance of each zi, denoted by →
z i and v,

respectively, satisfy

v−1 =w−1
y − u−1 (21a)

→
z i

v
=

ẑi
wy

− (E
←
x)i
u

=
(E

→
x)i

wy
− (E

←
x)i
u

. (21b)

The output of the demodulation module is given by →
z =

[
→
z 1, . . . ,

→
zJ ]

T. →
z is then treated as the input of the estimator

in the next round of iteration.
We now justify Assumption 1 (in the second iterative step

or after) as follows. From (17), we see that E
←
x given z is

conditionally i.i.d.; from Assumption 3, the entries of ẑ given
z are also conditionally i.i.d. Therefore, from (21b), we see
that the entries of →

z given z are conditionally i.i.d., with the
distribution given by CN (0, vI). We then arrive at the signal
model (7) in Assumption 1.

D. Further Discussions

The complexity of Algorithm 1 is briefly discussed as fol-
lows. The complexity of the estimation module is dominated by
the LMMSE estimation in (9). With H̃ = I ⊗H , we obtain

(vH̃
H
H̃ + σ2I)

−1
= I ⊗ (vHHH + σ2I)

−1
.

Thus, we only need to calculate the inverse of the M -by-M
matrix vHHH + σ2I . The involved complexity is O(M3) per
block. The matrix-vector multiplication complexity of (9) is
O(MJ) per block. The remaining operations can be efficiently
implemented using FFT with complexity O(J log2 J). There-
fore, the complexity for each round of iteration is O(M3 +
J log2 J + JM). Moreover, the convergence of Algorithm 1 is
difficult to analyze, just like many other BP-based iterative al-
gorithms. Empirically, we observe that the proposed algorithm
converges quite fast, as will be demonstrated in the next section.

Before leaving this section, we compare the proposed it-
erative equalizer with alternative approaches. Specifically, the
existing decision feedback algorithms, such as MMSE-ISDIC
[17] and PDA [18], can be directly applied to the EST system
in consideration. The involved complexity, dominated by the
LMMSE estimation, is in general O(J3), where J is the
DFT length; see Appendix A. The authors in [20] mainly fol-
lowed the MMSE-ISDIC principle in the equalizer design, and

Authorized licensed use limited to: Harvard Library. Downloaded on April 16,2020 at 00:51:37 UTC from IEEE Xplore.  Restrictions apply. 



5242 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 13, NO. 9, SEPTEMBER 2014

reduced the computational complexity by making approxima-
tions in computation.

In this paper, we reinterpret the LMMSE based decision
feedback equalization from the novel perspective of BP. We
prove in Appendix A that the BP-based algorithm is equivalent
to MMSE-ISDIC, if the calculation of extrinsic messages in
(21) is omitted and no equal-variance assumption is taken.
Similar to [20], approximations are introduced in our algorithm
to reduce the involved complexity. We emphasize that (21) is a
critical step that distinguishes our algorithm from the existing
approaches in the literature. This is made possible by looking
at the problem from the new perspective of BP. We will show
that this new perspective further opens up the possibility to
accurately characterize the behavior of the iterative equalizer.
We will also demonstrate by numerical results that the new al-
gorithm can significantly outperform its counterparts in various
system setups.

IV. EVOLUTION ANALYSIS

In this section, we analyze the performance of the proposed
iterative equalizer based on the SINR-variance evolution tech-
nique first proposed in [25] for turbo equalization.

A. Characterization of the Estimation Module

We first consider the estimation module which starts from
→
z and ends at ←

x in Fig. 1. We use the input variance v to
characterize the reliability of the input →

z , and the reciprocal
of the output variance, denoted by ρ = 1/u (with u given in
(16a)), to characterize the reliability of the outputs. Note that ρ,
referred to as the signal-to-interference-plus-noise-ratio (SINR)
of x in ←

x, is actually the SNR of the equivalent AWGN channel
in (17).

We now derive an input-output transfer function of the esti-
mator. Define

φ1(v) =
(
N−1tr

{
(σ−2HHH + v−1I)

−1
})−1

− v−1 (22)

where tr(·) denotes the trace operation and v is the input
variance of the estimator. We have the following proposition.

Proposition 1: The output SINR ρ of the estimation part is
given by ρ = φ1(v). Moreover, φ1(v) satisfies

lim
v→0

φ1(v) =
1

Nσ2
tr{HHH}. (23)

Proof: Noting H̃ = I ⊗H , we can rewrite (10) as
←
V = I ⊗ (σ−2HHH + v−1I)

−1
.

Then, wx in (14) can be written as

wx = J−1tr
[
I ⊗ (σ−2HHH+ v−1I)

−1
]

=N−1tr
[
(σ−2HHH + v−1I)

−1
]
.

Substituting the above wx into (16a) and by noting ρ = 1/u,
we conclude the proof of the first half of Proposition 1.

For the second half of the proposition, rewrite in (22) as

φ1(v) =
1

N−1
N∑
i=1

1
σ−2λi+v−1

− 1

v

=

N−1
N∑
i=1

vσ−2λi

vσ−2λi+1

N−1
N∑
i=1

v
vσ−2λi+1

=

N∑
i=1

σ−2λi

vσ−2λi+1

N∑
i=1

1
vσ−2λi+1

where λi is the ith eigenvalue of HHH . By not-
ing tr{HHH} =

∑
i λi, we readily obtain lim

v→0
φ1(v) =

(1/Nσ2)tr{HHH}. �
The right-hand-side of (23) represents the SNR of a transmit

symbol as if there is no interference from the other symbols.
Consider transmitting x over an AWGN channel r = x+ n,
where x is independent and uniformly drawn from the constel-
lation satisfying (3), and the additive noise n is an indepen-
dent symmetric complex Gaussian random variable with zero
mean and variance Nσ2(tr(HHH))−1. The ML performance
achieved over such an AWGN channel is referred to as the
matched filter bound (MFB), and will be used as a benchmark
for performance evaluation.

B. Characterization of the Demodulation Module

Now consider the demodulation module which starts from ←
x

and ends at →
z in Fig. 1. For a sufficiently large J , the average

a posteriori variance in (20) can be calculated by

wy =
1

J

J∑
k=1

tk = γ(ρ), (24a)

with

γ(ρ) ≡ E
[
|x− E[x|y = x+ n]|2

]
(24b)

where x is uniformly taken over S , and n ∼ CN (0, 1/ρ)
is independent of x; the expectation is taken over the joint
distribution of x and n. An explicit expression of γ(ρ) is
given by

γ(ρ) = 1− E
[
|E[x|y]|2

]

=1−
∫ ρ

∣∣∣∣∑
s∈S

s · exp
(
−ρ|y − s|2

)∣∣∣∣2
π|S|

∑
s∈S

exp (−ρ|y − s|2) dy

where the integral above is taken over the whole complex
domain. Then, we have the following result.

Proposition 2: The output variance v of the demodulation
part is

v =
(
γ(ρ)−1 − ρ

)−1 ≡ ψ(ρ). (25)

Proof: The proof is straightforward by noting (21a)
and (24). �
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C. SINR-Variance Transfer Chart

Now consider the overall iterative process. Based on the
above discussions, the behavior of the iterative equalizer can
be characterized by ρ = φ1(v) and v = ψ(ρ), i.e., the iterative
process of the estimation and demodulation modules can be
tracked by a recursion of ρ and v.

Specifically, let q be the iteration number. Then, we have

ρ(q) = φ1

(
v(q−1)

)
and v(q) = ψ(ρ(q)), q = 1, 2, . . .

The recursion continues and converges to a point v∗ satisfying

φ1(v
∗) = ψ−1(v∗) and φ1(v) > ψ−1(v), for v ∈ (v∗, 1],

where ψ−1(·) is the inverse of ψ(·), which exists since ψ(·)
is continuous and monotonic. The output performance (e.g.,
bit error rate (BER) or frame error rate (FER)) is uniquely
determined by the convergence point v∗. Note that the functions
of BER(v∗) and FER(v∗) can be obtained by pre-simulating
the demodulation module. Therefore, the above evolution tech-
nique can be used to predict the performance of the proposed
iterative equalization algorithm.

We emphasize that the above evolution analysis is based on
Assumptions 1–3 stated in Section III. These assumptions are
asymptotically true as J tends to infinity, and thus the proposed
evolution technique works well for a sufficiently large J .

D. Numerical Example

Here we present numerical results to demonstrate the per-
formance of the proposed iterative equalization algorithm, and
also to verify the evolution technique developed above.

We start with a fixed 4 × 4 MIMO channel given by⎡
⎢⎣
−0.23+0.41i 0.04−0.18i −0.06−0.09i −0.05+0.05i
0.73+0.13i 0.04−0.36i −0.49−0.12i −0.01+0.27i
−0.80−0.28i 0.59−0.47i −0.40−0.68i −0.12−0.38i
0.28+0.14i 0.14−0.08i −0.00−0.40i −0.02+0.09i;

⎤
⎥⎦

(26)

QPSK modulation is employed. Each frame consists of J =
32768 symbols, so that the DFT length J is sufficiently large
to ensure that the evolution analysis agrees well with the
simulation. The channel SNR is defined as SNR ≡ 1/σ2.

Fig. 2(a) illustrates the SINR-variance transfer chart for the
above channel at SNR = 12 dB. The transfer functions of the
estimation and demodulation modules are respectively given by
(22) and (25). The measured evolution trajectories are obtained
by averaging over 500 frames. From Fig. 2(a), the measured
trajectories agree well with the transfer curves.

As aforementioned, a key difference between our proposed al-
gorithm and the EST-based algorithms in [7] and [20] is that the
former calculates the extrinsic distributions at both the outputs
of the estimation and demodulation modules, while the latter
only calculates extrinsic distributions at the estimator output.
It is interesting to compare our proposed equalizer with the
one without calculating (21) (i.e., the a posteriori mean vector
→
y is directly passed to the estimation module and therefore
the transfer function ψ(ρ) of the demodulation module should
be replaced by ψ(ρ) = γ(ρ). We establish a similar SINR-

Fig. 2. The SINR-variance transfer charts for the proposed iterative equalizer
in panel (a) and the equalizer without calculating (21) in (b). SNR = 12 dB.

Fig. 3. The BER performances for the proposed iterative equalizer in
panel (a) and the equalizer without calculating (21) in panel (b). J = 32768.

variance transfer chart to characterize the evolution process,
as illustrated in Fig. 2(b) for SNR = 12 dB. We observe a
clear mismatch between the measured evolution trajectories
and the transfer curves. This mismatch is caused by delivering
correlated messages in iterative equalization.

Fig. 3 compares the BER curves of the proposed iterative
equalizer and the equalizer without calculating (21) for dif-
ferent numbers of iterations. The solid curves represent the
simulated performance and the dotted curves represent the
predicted performance using the evolution analysis. We see that
the proposed equalizer outperforms the other one significantly.
Moreover, the simulation and evolution match well for the
proposed equalizer. For the equalizer without calculating (21),
however, considerable discrepancies are observed between sim-
ulation and evolution.

Fig. 4 illustrates the BER performance of the proposed
iterative algorithm and the equalizer without calculating (21),
with the number of symbols J varying from 512 to 32768.
Again, we see that the proposed equalizer significantly out-
performs the other equalizer. Further, the performance of the
proposed algorithm improves as J increases; particularly, for
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Fig. 4. The BER performances of the proposed equalizer [in panel (a)]
and the equalizer without calculating (21) [in panel (b)] for different J .
Iteration number = 20.

Fig. 5. The BER performances of the various schemes without utilizing CSIT
in the quasi-static Rayleigh-fading 4 × 4 MIMO channel.

J = 32768, the simulated performance matches well with the
evolution analysis. This is a verification of the fact that the
three assumptions in Section III are justifiable for a sufficiently
large J and hence the evolution analysis is established based on
these assumptions becomes accurate for a large J . Empirically,
for most channel realizations, a much smaller value of J is
sufficient to ensure a good match of simulation and evolution
analysis; for example, it suffices to set J = 2048 for the system
considered in Fig. 5.

We next consider quasi-static Rayleigh fading MIMO chan-
nels, with the entries of H independently distributed as
CN (0, 1/N). For the iterative equalizer, the number of iter-
ations is always set to 10 except otherwise specified. Fig. 5
compares the BER performance of the proposed scheme with
the existing non-linear equalizers, including the EST-based
scheme in [20] and the repetition-and-superposition (RS) ap-
proach [29]. We assume M = N = 4 and QPSK modulation
with Gray mapping. For the RS scheme, 16 layers of signals
are superimposed; in each layer, the data symbols are QPSK
modulated, repeated by 16 times, and then randomly scrambled.
The system throughput is 8 bits per channel use. At the receiver
side, a message-passing algorithm is used for signal detection.

Fig. 6. Performance comparison of the proposed iterative equalization al-
gorithm and the well-established channel-coding based turbo equalization
schemes over quasi-static Rayleigh-fading MIMO channels with M = N = 4.
Each frame consists of J = 4096 symbols.

From Fig. 5, we see that the BER performance of the scheme
with the proposed iterative algorithm improves with increasing
J . For this system setting, J = 2048 is sufficient to achieve
satisfactory performance and further increasing J to 8192 does
not provide much performance gain. We also see that our
proposed scheme outperforms the EST scheme in [20] by about
0.7 dB at BER = 10−4. This performance gain is attributed to
the calculation of extrinsic distributions at the demodulation
output. Also, our proposed scheme outperforms the RS scheme
in [29] by about 2 dB at BER = 10−3. This performance gain is
because, in estimating each RS layer, the signals from the other
layers are treated as interference, which lowers the effective
SINR seen by each layer.

Fig. 5 also includes the MFB (with the definition given
below the proof of Proposition 1) which can be viewed as
the performance of a genie aided system in which the inter-
symbol interference can be pre-cancelled at the receiver. From
Fig. 5, the performance gap between the proposed scheme and
the MFB is not significant throughout the whole SNR range of
interest; this gap vanishes at high SNR.

We next study the performance of the proposed scheme
serially concatenated with practical channel coding. The system
setups are as follows. The transmitter employs a regular rate-1/2
binary (3, 6) LDPC code with code length = 8192. The coded
bits are QPSK modulated with Gray mapping, and then EST-
precoded and transmitted over a quasi-static Rayleigh fading
4 × 4 MIMO channel. The receiver processes the received data
using the proposed iterative equalizer or the EST algorithm in
[20], followed by a standard message-passing LDPC decoder.
The simulated performances are illustrated in Fig. 6, in which
our proposed algorithm significantly outperforms the EST-
based scheme in [20] by 2.3 dB at FER = 10−3.

Fig. 6 also includes the performance curves of the well-
established iterative receivers following the principle of turbo
equalization [11], [27]. In turbo equalization, the FEC decoder
is included in the iterative process, which leads to better
performance at the cost of considerably increased decoding
complexity. From Fig. 6, we see that our proposed scheme
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Fig. 7. The BER performances of the proposed scheme and the EST scheme
in [20] in the quasi-static Rayleigh-fading channels with varying number of
antennas. J = 8192. Gray-mapped 16-QAM is employed.

performs within 1.5 dB of the performance curve of turbo
equalization throughout the SNR range of interest. This demon-
strates that our proposed scheme offers an attractive tradeoff
between performance and complexity.

In Fig. 7, we compare the BER performance of the proposed
scheme with that of the EST scheme in [20] under various
antenna setups, i.e., M = N = 4, 8, 16, respectively. Standard
16-QAM with Gray-mapping is employed. From Fig. 7, we see
that the proposed scheme significantly outperforms the scheme
in [20] for all cases, e.g., by over 2 dB at BER = 10−4 for M =
N = 16. The MFBs for the considered antenna setups have also
been included for comparison. We see that the proposed scheme
closely approaches the MFB for M = N = 16. Note that the
power of each element of H is normalized to 1/N , and hence
the MFBs for different antenna setups are close to each other.

V. PRECODER DESIGN WITH CSIT

In this section, we optimize the linear precoder using the
evolution technique, by exploiting CSIT. We show that the
system performance can be significantly improved with the op-
timal precoder design.

A. Channel and Transceiver Model

We now consider a fast fading MIMO Gaussian channel. The
received signal vector at the ith channel use is modeled as

ri = Hizi + ηi (27)

where Hi is an M -by-N channel transfer matrix, and the other
variables remain the same as those in (1). Partial CSI at the
transmitter and perfect CSI at the receiver are assumed. For
partial CSIT, we assume the mean-feedback model [30], i.e.,
each Hi is a realization of the random matrix

H = H̄ +Δ (28)

where the entries of H̄ are independently drawn from CN (0, α)
with α ∈ [0, 1], and those of Δ independently drawn from

CN (0, 1− α). Note that H̄ and Δ, respectively, represent the
known and unknown part of the channel at the transmitter.
The factor α represents the reliability of CSIT, with α = 1 for
the case of perfect CSIT and α = 0 for the case of no CSIT.

The transceiver structure is depicted in Fig. 8. Each transmis-
sion frame consists of L channel uses. Thus, the overall channel
matrix is given by diag{H1,H2, . . . ,HL}. A precoder P is
inserted between the EST module and the physical channel, so
as to exploit the potential advantage provided by the knowledge
of the channel mean H̄ . For simplicity, we assume that H̄
remains unchanged in every transmission frame. The extension
to the case of a varying channel mean is straightforward by
considering a different P for every different channel mean.

B. SINR-Variance Evolution Analysis

We begin with the SINR-variance evolution analysis. Since
the transfer function of the demodulation module remains the
same, we only need to consider the estimation module. Follow-
ing the derivation of (22), we can show that the transfer function
for the estimation module is written as

ρ=

(
1

NL

L∑
i=1

tr
{(

σ−2PHHH
i HiP + v−1I

)−1
})−1

− v−1.

In general, the above is a random function of the channel {Hi}.
We assume that L is sufficiently large so that the above function
becomes deterministic. Then

Proposition 3: As L tends to infinity, the transfer function of
the estimation part is a deterministic function given by

ρ≡φ2(v)

=

(
1

N
E
[
tr
{
(σ−2PHHHHP+v−1I)

−1
}])−1

−v−1 (29)

where the expectation is taken over H .

C. Precoder Optimization

Our objective is to find the most power-efficient precoder at
a target BER. Specifically, the optimization objective and the
constraint are summarized as follows.

• We aim to minimize the transmission power tr{PPH}
measured at the input of the physical channel (c.f., Fig. 8).

• At the same time, we ensure that the iterative equalizer
converges to a designated output variance v∗, where v∗ is
determined by the target BER of the system.

This problem is formulated as follows:

min
P

tr{PPH} (30a)

s.t. φ2(v) ≥ ψ−1(v), for 1 ≥ v ≥ v∗, (30b)

where v∗ is determined by the target BER performance.
Now consider the optimization of the precoding matrix P .

The objective function is linear in PPH. Also, it can be verified
that φ2(·) in (29) is concave in PPH. Thus, (30) can be solved
numerically using convex programming. However, directly op-
timizing P is computationally demanding, especially for a large
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Fig. 8. An illustration of the linear precoder P .

Fig. 9. The BER performance of the various schemes with optimized precod-
ing based on full CSIT (i.e., α = 1) in the quasi-static Rayleigh-fading 4 × 4
MIMO channel. System throughput = 8 bits per channel use.

MIMO size. We next discuss how to simplify the problem.
Let the singular value decomposition (SVD) of P be P =
UPDPV

H
P . Similarly, let the SVD of the channel mean H̄ be

H̄ = U H̄ΣH̄V H
H̄ . (31)

We have the following result.
Proposition 4: Given H̄ and v∗, the optimal UP to the

problem (30) is UP = V H̄ , and the optimal V P is arbitrary.
The proof of Proposition 4 can be found in Appendix B. With

Proposition 4, the optimization problem in (30) reduces to a
simple power allocation problem with respect to DP . Though
an explicit solution is not available, the optimal DP can be
numerically found using standard convex programming. The
details are omitted here for simplicity.

D. Numerical Results

We now present the numerical results to demonstrate the
performance improvement. We first consider the special case of
full CSIT (i.e., α = 1). In this case, the precoder optimization
in (30) directly applies to a quasi-static channel, by replacing
φ2(·) by φ1(·). We now consider a quasi-static Rayleigh fading
4 × 4 MIMO channel with QPSK modulation. Each frame
consists of J = 32768 symbols. The target BERs in precoder
optimization are chosen as 1.5× 10−1, 10−1, 10−2, 10−3, 10−4,
and 10−5. The well-known water-filling approach is included
for comparison. Specifically, the MIMO channel is converted
into parallel channels using SVD and then water-filling power
allocation is applied to those parallel channels and QPSK mod-
ulated symbols are transmitted. We see that the performance
of this water-filling approach is rather poor. This justifies the
necessity of precoding across parallel channels. From Fig. 9, we

Fig. 10. The BER performance of the proposed scheme in a fast Rayleigh
fading 4 × 4 MIMO channel with a varying quality of available CSIT.

see that the EST scheme with the proposed equalizer without
exploiting CSIT (i.e., with non-optimized precoder P = I)
can outperform the existing non-linear equalization schemes,
including GMD [5] and UCD [6], when SNR > 9 dB). The
MFB for the precoded system in Fig. 9 is given by (22)
with H replaced by HP . With precoder optimization, our
proposed scheme can achieve an extra power gain of over 3 dB
at BER = 10−4. This demonstrates the advantages of our pro-
posed scheme. In Fig. 9, we also include the performance of
the proposed iterative equalizer with the RMSD precoder [7]
at the transmitter. We see that this scheme does not bring any
performance gain, as compared with the proposed equalizer
without RMSD precoding. This implies that, for the proposed
equalizer, RMSD precoding is not a good approach to exploit
the potential benefit provided by the available CSIT.

We now consider the general case of partial CSIT. We assume
a fast Rayleigh fading 4 × 4 MIMO channel. Each frame
consists of J = 32768 symbols. In each frame, 32 samples of
H̄ are independently generated, and for each sample of H̄ ,
256 samples of Δ are generated. In optimization, the target
BERs are set to be 10−1, 10−2, 10−3, 10−4, and 10−5. The other
system settings remain the same. The BER performance of the
above scheme is illustrated in Fig. 10. The solid lines represent
the actual simulated system performance, while the dashed
lines represent the performance predicted by the evolution
analysis. In Fig. 10, the value of α varies from 0 to 1, with
α = 0 implying no CSIT and α = 1 implying full CSIT. We
see that full CSIT improves the system performance by over
3 dB at BER = 10−4. Moreover, when α increases, the BER
performance improves correspondingly. This implies that our
scheme efficiently exploits the potential gain provided by the
available CSIT.
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VI. CONCLUSION

In this paper, we studied the EST-based linear precoding
and iterative equalization scheme. We developed an iterative
equalization algorithm based on the BP principle. We further
use the SINR-variance technique to accurately analyze the
performance of the proposed algorithm. We showed that, with
full or partial CSIT, the linear precoder can be further optimized
based on the newly established evolution technique. Optimal
precoding directions were derived. We further showed that the
remaining power allocation problem can be efficiently solved
using convex programming. Numerical results demonstrate that
the proposed scheme significantly outperforms the existing
non-linear equalization algorithms, and provides an attractive
tradeoff between performance and complexity, as compared
with the well-established turbo equalization.

APPENDIX A

In this appendix, we establish an explicit connection between
the MMSE-BP equalizer used in this paper and the MMSE-
ISDIC equalizer in [17], [19].

A. Generic Linear System Model

Consider the estimation of a vector x given a vector r
modeled as the output of a generic linear system:

r = Gx+ η (32)

where G is the transfer matrix, and the additive noise η. Each
entry of x is taken over the constellation S satisfying (3). The
a priori mean and the covariance of x are respectively given by
→
x and V = diag{v1, v2, . . . , vJ}.

B. MMSE-BP

We first describe the MMSE-BP approach in which the
extrinsic messages are calculated based on the principle of
belief propagation. The linear MMSE estimator of x given r
is given by [14]

x̂ =
→
x + V GH(GV GH + σ2I)

−1
(r −G

→
x) (33a)

and the corresponding MMSE matrix is given by

V̂ =

(
1

σ2
GHG+ V −1

)−1

= V − V GHR−1GV (33b)

where

R = GV GH + σ2I. (33c)

Following (16), we obtain the extrinsic mean ←
xi and variance

←
v i of each xi as

←
v
−1
i = v̂−1

i − v−1
i , (34a)

←
xi
←
v i

=
x̂i

v̂i
−

→
xi

vi
, (34b)

where v̂i is the ith diagonal element of V̂ . Then, we model

←
xi = xi +

←
ni (35)

where ←
ni is independently drawn from CN (0,

←
v i). Recall that

each xi is equi-probably taken over the constellation S . Thus,
given ←

xi in (35), the conditional mean and variance of each xi

are respectively given by

mi =

∑
sj∈S

sjp(
←
xi|xi = sj)∑

sj∈S
p(

←
xi|xi = sj)

(36a)

ti =

∑
sj∈S

|sj −mi|2p(←xi|xi = sj)∑
sj∈S

p(
←
xi|xi = sj)

(36b)

where p(
←
xi|xi) is determined by (35) as

p(
←
xi|xi) =

1

π
←
v i

exp

(
−|xi − ←

xi|2
←
v i

)
. (37)

C. MMSE-ISDIC

We now present the MMSE-ISDIC algorithm in [17], fol-
lowing the descriptions in [19]. We first calculate the soft
interference-cancelled signal vector for detecting xi as

rIC,i = r −
J∑

j=1,j �=i

gj
→
xj (38)

and the corresponding linear MMSE filtering vector as

fM
i = gH

i

(
Ri + gig

H
i

)−1
(39)

where gj is the jth column of G, and

Ri=
J∑

j=1,j �=i

vjgjg
H
j +σ2I=GV GH+σ2I−vig

H
i gi. (40)

Then, we calculate the mean and variance of each xi as

m̃i =

∑
sj∈S

sjγ
M
i,j∑

sj∈S
γM
i,j

and t̃i =

∑
sj∈S

|sj − m̃i|2γM
i,j∑

sj∈S
γM
i,j

(41a)

where

γM
i,j = exp

(
−
∣∣fM

i rIC,i − μM
i sj

∣∣2
μM
i (1− μM

i )

)

= exp

⎛
⎜⎝−

∣∣∣fM
i rIC,i

μM
i

− sj

∣∣∣2
1−μM

i

μM
i

⎞
⎟⎠ (41b)

μM
i =fM

i gi = gH
i

(
Ri + gig

H
i

)−1
gi. (41c)
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D. Equivalence Between MMSE-BP and MMSE-ISDIC

Here we establish the equivalence between the MMSE-BP
approach and the MMSE-ISDIC approach. With (36) and (41),
it suffices to show that

←
v i =

1− μM
i

μM
i

and ←
xi =

fM
i rIC,i

μM
i

. (42)

We focus on proving ←
v i = (μM

i )
−1 − 1. We first establish a

useful relation. From the matrix inversion lemma, we obtain

gT
i

(
Ri + αgig

H
i

)−1
= gH

i R
−1
i − αgH

i R
−1
i gig

H
i R

−1
i

1 + αgH
i R

−1
i gi

(43a)

=
gH
i R

−1
i

1 + αgH
i R

−1
i gi

(43b)

where α is an arbitrary constant. Then

gH
i R

−1
i =

gH
i R

−1
i /

(
1 + αgH

i R
−1
i gi

)
1− αgH

i R
−1
i gi/

(
1 + αgH

i R
−1
i gi

) (44a)

=
gH
i

(
Ri + αgig

H
i

)−1

1− αgH
i

(
Ri + αgig

H
i

)−1
gi

. (44b)

By setting α = vi and α = 1 respectively, we obtain

gH
i R

−1

1− vigH
i R

−1gi

=
gH
i

(
Ri + gig

H
i

)−1

1− gH
i

(
Ri + αgig

H
i

)−1
gi

. (45)

Then

gH
i R

−1gi

1− vigH
i R

−1gi

=
μM
i

1− μM
i

. (46)

We are now ready to prove ←
v i = (μM

i )
−1 − 1. From (33b), we

have v̂i = vi − v2i g
H
i R

−1gi. Plugging into (34a), we obtain

←
v i =

(
v̂−1
i − v−1

i

)−1
=

(
1

vi − v2i g
H
i R

−1gi

− 1

vi

)−1

(47)

=
1− vig

H
i R

−1gi

gH
i R

−1gi

=
1− μM

i

μM
i

, (48)

where the last step utilizes (46). The other equality in (42) can
be proven in a similar way. Therefore, we conclude that MMSE-
BP and MMSE-ISDIC are equivalent.

E. Connections to Iterative Equalization

We now discuss the connections of the above two algorithms
to the iterative equalization algorithm proposed in this paper,
as well as to the algorithm proposed in [20]. The system
considered in this paper is just a special case of the generic
linear system in (32). To see this, we substitute (6) into (2)
and compare the result with (32). Then, we see that the generic
transfer matrix is chosen as G = (I ⊗H)ΠF for the system
considered in this paper. Clearly, we can follow (33)–(36),

as an alternative to the equations (9)–(18a), in the proposed
algorithm. Then, the involved complexity is in general O(J3),
which is dominant by the inverse of the covariance matrix
GV GH + σ2I in (33a). In the proposed algorithm, we sim-
plify the calculation of this inverse as follows. We approximate
the a priori covariance matrix V as vI , where v is the average
variance. Then

(GV GH + σ2I)
−1

=(vGGH + σ2I)
−1

= I ⊗ (vHHH + σ2I)
−1
.

The above only involves the inverse of an M -by-M matrix,
and thus the complexity is reduced to O(M3), where M is
the number of receive antennas. Further, in Section III, we
justify that this equal-variance approximation becomes exact
as the block length J tends to infinity, based on the properties
of the DFT. The system considered in [20] is another special
case of (32) with G = (I ⊗H)Π(I ⊗ F ) (by noting that
the modulated symbols in [20] are partitioned into several
blocks and DFT is applied to each block, and that Π is a
permutation matrix specified by the space-time encoder used
in [20]). A similar equal-variance approximation is also taken
in [20] to simplify the calculation. It is worth mentioning that
the algorithm design in [20] basically follows the principle of
MMSE-ISDIC described in Subsection C. We emphasize that,
though MMSE-ISDIC is the same as MMSE-BP (as proven
in Subsection D), it is difficult to justify the extra step (21)
in our proposed algorithm for the calculation of the extrinsic
messages at the demodulation output, if we stick to the principle
of MMSE-ISDIC in the algorithm design. It is one of our major
contributions to look at the design of a non-linear equalizer
based on belief propagation, which gives a novel perspective
different from the approach in [20]. With this new perspective,
we are able to design iterative equalizers with analyzable be-
havior and with better performance.

APPENDIX B

A. Proof of Proposition 4

To start with, we have (49a), as shown at the bottom of the
next page, where

C ≡ v(N −M). (49b)

In the above, step (a) holds by noting that AAH and AHA share
the same non-zero eigenvalues, (b) follows by substituting (28)
and letting Q = V H

H̄PPHV H̄ , (c) by substituting (31), and (d)
from the fact that U H̄ΔV H̄ has the same distribution as Δ.
With (29) and (49), the problem (30) can be rewritten as

min
Q

tr{Q} (50a)

s.t. f(v,Q) + C ≤ 1

ψ−1(v) + 1
v

, for 1 ≥ v ≥ v∗. (50b)

The above optimization problem is independent of V P . Thus,
the optimal V P is arbitrary.
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What remains is to prove that the optimal UP is UP = V H̄ .
From Q = V H

H̄PPHV H̄ and P = UPDPV
H
P , it suffices to

show that the optimal Q to (50) is diagonal. We prove by
contradiction. Suppose that Q = Q0 is an optimal solution to
(50) and that Q0 is not a diagonal matrix. We need the following
lemma, with the proof given in Subsection B.

Lemma 1: For any v > 0, f(v,Q) ≥ f(v,Qdiag), where the
equality holds if and only if Q is diagonal.

From Lemma 1, we obtain

f (v, (Q0)diag) < f(v,Q0) ≤
(
ψ−1(v) + v−1

)−1 − C. (51)

Together with tr{Q0} = tr{(Q0)diag}, (Q0)diag is also op-
timal to (50). However, from (51) and the continuity of the
f -function, there must exist another precoding matrix Q1

(slightly perturbed away from (Q0)diag satisfying

tr{Q1} < tr {(Q0)diag}

and

f(v,Q1) <
(
ψ−1(v) + v−1

)−1 − C.

Therefore, Q0 is not the optimal solution to (50), which leads
to absurdity.This completes the proof.

B. Proof of Lemma 1

We cite without proof the following fact from [31]. Let J be
an M -by-M diagonal matrix with the diagonal elements being
±1. There are L = 2M different such matrices indexed from
k = 1 to T . Let A be an arbitrary M -by-M matrix. Then

(A)diag =
1

T

T∑
k=1

JkAJk. (52)

We obtain (53), as shown at the bottom of the page, where
step (a) follows from the definition, and (b) from the fact that
JkΔJk has the same distribution as Δ. It can be verified that
the f -function is a convex function of Q. Thus

f(v,Q)
(a)
=

1

T

T∑
k=1

f(v,JkQJk)

(b)

≥ f

(
v,

1

T

T∑
k=1

JkQJk

)
(c)
= f(v,Qdiag) (54)

where step (a) follows from (53), (b) from the Jensen’s inequality,
and (c) from (52). Noting that the equality in step (b) above holds
if and only if Q is diagonal, we complete the proof of Lemma 1.

tr

{
E

[(
1

v
I +

1

σ2
PHHHHP

)−1
]}

(a)
= tr

{
E

[(
1

v
I +

1

σ2
HPPHHH

)−1
]}

+ C

(b)
= tr

{
E

[(
1

v
I +

1

σ2
(H̄ +Δ)V H̄QV H

H̄(H̄ +Δ)H
)−1

]}
+ C

(c)
= tr

{
E

[(
1

v
I +

1

σ2
(ΣH̄ +UH

H̄ΔV H̄)Q
(
ΣH̄ +UH

H̄ΔV H̄

)H)−1
]}

+ C

(d)
= tr

{
E

[(
1

v
I +

1

σ2
(ΣH̄ +Δ)Q(ΣH̄ +Δ)H

)−1
]}

︸ ︷︷ ︸
f(v,Q)

+C (49a)

f(v,Q)

(a)
= tr

{
E

[(
1

v
I +

1

σ2
(ΣH̄ +Δ)Q(ΣH̄ +Δ)H

)−1
]}

= tr

{
E

[(
1

v
I +

1

σ2
(ΣH̄ + JkΔJk)Q(ΣH̄ + JkΔJk)

H

)−1
]}

(b)
= tr

{
E

[(
1

v
I +

1

σ2
(ΣH̄ +Δ)JkQJk(ΣH̄ +Δ)H

)−1
]}

= f(v,JkQJk) (53)
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