A High-Order Modified Finite Volume WENO Method on 3D Cartesian Grids
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Abstract. The modified dimension-by-dimension finite volume (FV) WENO method on Cartesian grids proposed by Buchmüller and Helzel can retain the full order of accuracy of the one-dimensional WENO reconstruction and requires only one flux computation per interface. The high-order accurate conversion between face-averaged values and face-center point values is the main ingredient of this method. In this paper, we derive sixth-order accurate conversion formulas on three-dimensional Cartesian grids. It is shown that the resulting modified FV WENO method is efficient and high-order accurate when applied to smooth nonlinear multidimensional problems, and is robust for calculating non-smooth nonlinear problems with strong shocks.
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1 Introduction

The standard weighted essentially non-oscillatory (WENO) method proposed by Jiang and Shu [1] is widely used for solving hyperbolic conservation laws. The simplest way to use WENO methods on multidimensional Cartesian grids is to apply a one-dimensional WENO scheme in each direction [2]. Conservative finite difference WENO methods based on flux interpolation are used in a dimension-by-dimension fashion and they can retain the full order accuracy of the one-dimensional WENO scheme for linear as well as non-linear problems, but the dimension-by-dimension approach is not efficient for solving non-linear problems with strong shocks.
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as nonlinear multi-dimensional conservation laws. However, in some situations such as adaptively refined Cartesian grids and multi-block Cartesian grids, finite volume methods (FVMs) are more convenient than finite difference methods as FVMs admit a simple formulation around hanging nodes. Unfortunately, while FV WENO methods based on a dimension-by-dimension fashion retain the full order of accuracy for smooth solutions of linear multi-dimensional problems, they are only second-order accurate for smooth solutions of nonlinear multi-dimensional problems [3, 4].

A high-order FVM generally includes variable reconstruction within a cell (k-exact reconstruction [5] and its variants [6–11]) and high order flux quadrature on the cell interfaces. On Cartesian grids, the expensive multi-dimensional WENO reconstruction is not necessary. Instead, a series of one-dimensional WENO reconstructions are applied in all directions in order to obtain high-order accurate point values of the conserved quantities at the quadrature points of a cell interface, and then evaluate numerical fluxes at these quadrature points. However, the computational cost of such high-order FV WENO methods on Cartesian grids is still large [3, 12, 13].

Recently, Buchmüller and Helzel [4] proposed a modification to the dimension-by-dimension FV WENO method on Cartesian grids and applied this modified method on adaptive Cartesian meshes [14, 15]. Later on a fourth-order quadrature modification flux (QMF) method was introduced and applied on adaptive Cartesian meshes by Tamaki and Imamura [16]. A key technique used in Refs. [4, 14, 15] is the conversion between face-averaged values and face-centered values, which helps improve the spatial order of accuracy of the dimension-by-dimension FV WENO method. However, Refs. [4, 14] mainly concentrated on two-dimensional problems and Ref. [15] only gave the fourth-order conversion formulas on three-dimensional (3D) Cartesian grids. In this paper, we further develop the modified FV WENO method by deriving sixth-order conversion formulas on 3D Cartesian grids which are not available in Refs. [4, 14, 15]. The derivation is based on the observation that the differentiation and cell-averaging are exchangeable [16], and it can be extended to even higher order accuracy of conversion. Furthermore, we use the characteristic variables as the reconstructed quantities for the system of conservation laws. For the temporal discretization we use the same Runge-Kutta methods of order fifth or seven as Ref. [4].

The rest of this paper is organized as follows. In Section 2, the modified FV WENO method is explained, and the sixth-order formulas for conversion between face-averaged values and face center point values on 3D Cartesian grids are derived. Numerical results are presented in Section 3 to verify the accuracy, efficiency and robustness of the modified method. Concluding remarks are given in Section 4.

2 Modified finite volume WENO method

In this section we first give the standard dimension-by-dimension FV WENO method, and then derive sixth-order conversion formulas on 3D Cartesian grids. Finally, we build up our modified dimension-by-dimension FV WENO method.
2.1 Dimension-by-dimension finite volume WENO method

The 3D system of conservation laws with initial conditions are given by

\[
\frac{\partial}{\partial t}u + \frac{\partial}{\partial x}f(u) + \frac{\partial}{\partial y}g(u) + \frac{\partial}{\partial z}h(u) = 0, \\
u(x,y,z,0) = u_0(x,y,z),
\]

(2.1)

where \(u(x,y,z,t) : \mathbb{R}^3 \times \mathbb{R}^+ \rightarrow \mathbb{R}^m\) is a vector of conserved quantities, and \(f(u), g(u), h(u) : \mathbb{R}^m \rightarrow \mathbb{R}^m\) are vector valued flux functions.

Let \(C_{i,j,k} = (x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}) \times (y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}}) \times (z_{k-\frac{1}{2}}, z_{k+\frac{1}{2}})\) be a control volume in the \(xyz\) space, with uniform grid sizes \(\Delta x = x_{i+\frac{1}{2}} - x_{i-\frac{1}{2}}, \Delta y = y_{j+\frac{1}{2}} - y_{j-\frac{1}{2}}\) and \(\Delta z = z_{k+\frac{1}{2}} - z_{k-\frac{1}{2}}\). Integrating equation (2.1) over \(C_{i,j,k}\), we obtain a finite volume method in the semi-discrete form

\[
\frac{d}{dt}U_{i,j,k}(t) = -\frac{1}{\Delta x} \left( \hat{F}_{i+\frac{1}{2},j,k}(t) - \hat{F}_{i-\frac{1}{2},j,k}(t) \right) - \frac{1}{\Delta y} \left( \hat{G}_{i,j+\frac{1}{2},k}(t) - \hat{G}_{i,j-\frac{1}{2},k}(t) \right) - \frac{1}{\Delta z} \left( \hat{H}_{i,j,k+\frac{1}{2}}(t) - \hat{H}_{i,j,k-\frac{1}{2}}(t) \right),
\]

(2.2)

where \(U_{i,j,k}(t)\) is the cell average of the conserved quantities, and \(\hat{F}_{i+1/2,j,k}(t), \hat{G}_{i,j+1/2,k}(t)\) and \(\hat{H}_{i,j,k+1/2}(t)\) are face-averaged numerical fluxes.

In this work, explicit high-order Runge-Kutta methods are used for the temporal discretization of Eq. (2.2). For the spatial discretization we use a one-dimensional piecewise polynomial WENOZ reconstruction [17, 18] in each direction. For example, we construct polynomials \(q_{i,j,k}^1(x)\) in the \(x\) direction, which are local approximations of the \(yz\) plane-averaged values of the conserved quantities \(u(x,y,z,t)\) in cell \(C_{i,j,k}\). By evaluating the polynomials at the interfaces, we get two reconstructed face-averaged values of the conserved quantities,

\[
U_{i-\frac{1}{2},j,k}^+ := q_{i,j,k}^1(x_{i-\frac{1}{2}}), \quad U_{i+\frac{1}{2},j,k}^- := q_{i,j,k}^1(x_{i+\frac{1}{2}}).
\]

(2.3)

Let \(\tilde{u}_{i+1/2,j,k}\) denote the exact face-averaged values of the conserved quantities \(u\) at a cell interface

\[
\tilde{u}_{i+\frac{1}{2},j,k} = \frac{1}{\Delta y \Delta z} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \int_{z_{k-\frac{1}{2}}}^{z_{k+\frac{1}{2}}} u(x_{i+\frac{1}{2}}, y, z) dy dz.
\]

(2.4)

Then the reconstructed face-averaged values satisfy (for sufficiently smooth functions \(u\))

\[
U_{i+\frac{1}{2},j,k}^\pm = \tilde{u}_{i+\frac{1}{2},j,k} + O(\Delta x^p)
\]

with \(p = 7\) in this paper.

The numerical flux can be obtained by using a numerical flux function defined as \(F(u^-, u^+)\), which is at least Lipschitz continuous and consistent with the physical flux \(f\) in the sense that \(F(u, u) = f(u)\). In this paper we use the Lax-Friedrichs flux or the HLLC flux in respective numerical examples.
It is well known that the dimension-by-dimension FV WENO approach can not retain the $p^{th}$-order accuracy of the underlying reconstruction polynomial. It is only second-order accurate for nonlinear multidimensional conservation laws. Only in the linear case, i.e., $f(u) = Au$ with a constant matrix $A \in \mathbb{R}^{m \times m}$, it can retain the full spatial order of accuracy. This has been shown for the Lax-Friedrichs flux in Ref. [4] and for a general consistent numerical flux function in Ref. [3].

### 2.2 Conversion between average values and point values

Noting that the fourth-order conversion formulas between cell average values and cell center point values for any function $q(x,y)$ of two-dimensional variables have already been given in Ref. [15], we concentrate on sixth-order conversion formulas. The derived formulas will be used at cell interfaces of 3D Cartesian grids.

Denote with $Q(x,y)$ an integrated function of the function $q(x,y)$ as

$$Q(x,y) := \mathcal{Q}(x,y) = \frac{1}{\Delta x \Delta y} \int_{y_i - \Delta y/2}^{y_i + \Delta y/2} \int_{x_i - \Delta x/2}^{x_i + \Delta x/2} q(\xi, \eta) d\xi d\eta. \quad (2.6)$$

In a grid cell $(i,j)$, i.e., the rectangle $(x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}) \times (y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}})$, let $Q(x_i,y_j)$ denote a cell average value and $q_{i,j}$ be the cell center point value of the function $q(x,y)$. For sufficiently smooth functions $q(x,y) : \mathbb{R}^2 \to \mathbb{R}^m$, Taylor series expansion provides

$$Q_{ij} := Q(x_i,y_j) = \frac{1}{\Delta x \Delta y} \int_{y_i - \Delta y/2}^{y_i + \Delta y/2} \int_{x_i - \Delta x/2}^{x_i + \Delta x/2} q(x,y) dxdy$$

$$= \frac{1}{\Delta x \Delta y} \int_{y_i - \Delta y/2}^{y_i + \Delta y/2} \int_{x_i - \Delta x/2}^{x_i + \Delta x/2} \left\{ \right. \left. q(x_i,y_j) + xq_x(x_i,y_j) + yq_y(x_i,y_j) ight. \\
+ \frac{1}{2} \left[ x^2 q_{xx}(x_i,y_j) + 2xyq_{xy}(x_i,y_j) + y^2 q_{yy}(x_i,y_j) \right] \\
+ \frac{1}{6} \left[ x^3 q_{xxx}(x_i,y_j) + 3x^2yq_{xxy}(x_i,y_j) + 3xy^2q_{xyy}(x_i,y_j) \\
y^3 q_{yyy}(x_i,y_j) + \frac{1}{24} \left\{ x^4 q_{xxxx}(x_i,y_j) + 4x^3yq_{xxyy}(x_i,y_j) \\
+ 6x^2y^2q_{xxyy}(x_i,y_j) + 4xy^3q_{xyyy}(x_i,y_j) + y^4 q_{yyyy}(x_i,y_j) \right. \right\} dxdy \quad (2.7)$$
and thus the transformation

\[ Q_{ij} = q_{ij} + \frac{\Delta x^2}{24} q_{xx}(x_i, y_j) + \frac{\Delta y^2}{24} q_{yy}(x_i, y_j) + \frac{\Delta x^4}{1920} q_{xxxx}(x_i, y_j) \]

\[ + \frac{\Delta x^2 \Delta y^2}{576} q_{xxyy}(x_i, y_j) + \frac{\Delta y^4}{1920} q_{yyyy}(x_i, y_j) \]

\[ + \mathcal{O}(\Delta x^6 + \Delta x^4 \Delta y^2 + \Delta x^2 \Delta y^4 + \Delta y^6) \]  

(2.8)

between point values \( q_{ij} \) and cell average values \( Q_{ij} \).

In order to derive sixth-order accurate conversion formulas, we need the approximations of the second and fourth partial derivatives of \( q(x, y) \) at the cell center point in Eq. (2.8). It is easy to approximate these derivatives from point values by using standard finite difference schemes directly. However, if we transform from cell average values to point values, it is not trivial to express \( q_{xxxx}(x_i, y_j) \) etc. in terms of cell average values.

Thanks to the notation [16] that the differentiation and cell-averaging are exchangeable in (2.6), e.g., \( Q_{xx} = \bar{q}_{xx}, Q_{xyy} = \bar{q}_{xyy} \), we can proceed like (2.7) to derive similar transformations between point values and cell average values of the partial derivatives,

\[ Q_{xxij} = q_{xxij} + \frac{\Delta x^2}{24} q_{xxxx}(x_i, y_j) + \frac{\Delta y^2}{24} q_{xxyy}(x_i, y_j) + \mathcal{O}(\Delta x^4 + \Delta x^2 \Delta y^2 + \Delta y^4), \]

\[ Q_{yyij} = q_{yyij} + \frac{\Delta x^2}{24} q_{yyyy}(x_i, y_j) + \frac{\Delta y^2}{24} q_{yyyy}(x_i, y_j) + \mathcal{O}(\Delta x^4 + \Delta x^2 \Delta y^2 + \Delta y^4), \]

\[ Q_{xxxxij} = q_{xxxxij} + \frac{\Delta x^2}{24} q_{xxxxxx}(x_i, y_j) + \frac{\Delta y^2}{24} q_{xxxxxy}(x_i, y_j) + \mathcal{O}(\Delta x^4 + \Delta x^2 \Delta y^2 + \Delta y^4), \]

(2.9)

\[ Q_{yyyyij} = q_{yyyyij} + \frac{\Delta x^2}{24} q_{yyyyyy}(x_i, y_j) + \frac{\Delta y^2}{24} q_{yyyyyy}(x_i, y_j) + \mathcal{O}(\Delta x^4 + \Delta x^2 \Delta y^2 + \Delta y^4), \]

\[ Q_{xxyyij} = q_{xxyyij} + \frac{\Delta x^2}{24} q_{xxyyxx}(x_i, y_j) + \frac{\Delta y^2}{24} q_{xxyyxy}(x_i, y_j) + \mathcal{O}(\Delta x^4 + \Delta x^2 \Delta y^2 + \Delta y^4). \]

Therefore, if cell average values \( Q_{ij} \) are available, we can approximate the second derivatives \( q_{xxij}, q_{yyij} \) and the fourth derivatives \( q_{xxxxij}, q_{yyyyij}, q_{xxyyij}, q_{yyyyij} \) to some order of accuracy by using standard finite difference schemes for \( Q_{xxij}, Q_{yyij}, Q_{xxxxij}, Q_{xxyyij}, Q_{yyyyij} \) in (2.9). This is critical for the high-order conversion from average values to point values.

### 2.2.1 Approximation of derivatives from point values

In order to get a six-order conversion formula from Eq. (2.8) with points values of \( q_{ij} \) available, fourth-order accurate representations of \( q_{xx}(x_i, y_j) \) and \( q_{yy}(x_i, y_j) \) are required and can be obtained directly by using the standard fourth-order accurate finite difference scheme

\[ q_{xx}(x_i, y_j) = \frac{1}{12\Delta x^2} (-q_{i-2j} + 16q_{i-1,j} - 30q_{ij} + 16q_{i+1,j} - q_{i+2,j}) + \mathcal{O}(\Delta x^4), \]

\[ q_{yy}(x_i, y_j) = \frac{1}{12\Delta y^2} (-q_{ij-2} + 16q_{i-1,j} - 30q_{ij} + 16q_{i+1,j} - q_{ij+2}) + \mathcal{O}(\Delta y^4). \]

(2.10)
Only second-order accurate representations of \(q_{xxx}(x_i,y_j), q_{xxy}(x_i,y_j)\) and \(q_{yy}(x_i,y_j)\) in Eq. (2.8) are required and can be obtained directly by using the standard finite difference schemes

\[
q_{xxx}(x_i,y_j) = \frac{1}{\Delta x^4} (q_{i-2,j} - 2q_{i-1,j} + 6q_{i,j} - 4q_{i+1,j} + q_{i+2,j}) + O(\Delta x^2),
\]

\[
q_{yy}(x_i,y_j) = \frac{1}{\Delta y^2} (q_{i,j-2} - 2q_{i,j-1} + 6q_{i,j} - 4q_{i,j+1} + q_{i,j+2}) + O(\Delta y^2),
\]

\[
q_{xxy}(x_i,y_j) = \frac{1}{\Delta x^2\Delta y^2} [(q_{i-1,j-1} + q_{i+1,j-1} - 2q_{i,j-1}) + (q_{i-1,j+1} + q_{i+1,j+1} - 2q_{i,j+1}) - 2(q_{i,j-1} + q_{i,j+1} - 2q_{i,j})] + O(\Delta x^2 + \Delta y^2).
\]

### 2.2.2 Approximation of derivatives from cell average values

In order to get six-order conversion formulas from Eq. (2.8) with cell averaged values of \(Q_{ij}\) available, we derive new fourth-order accurate approximations to \(q_{xx}(x_i,y_j)\) and \(q_{yy}(x_i,y_j)\) by replacing \(q_{xxxx}, q_{yyyy}\) and \(q_{xxyy}\) in the first two equalities of (2.9) with \(Q_{xxxx}, Q_{yyyy}\) and \(Q_{xxyy}\) in the last three equalities of (2.9), and then discretizing \(Q_{xx}, Q_{yy}\) with a fourth-order accurate finite difference like (2.10) and \(Q_{xxxx}, Q_{yyyy}, Q_{xxyy}\) with second-order accurate finite differences like (2.11), giving

\[
q_{xx}(x_i,y_j) = Q_{xxij} - \frac{\Delta x^2}{24} Q_{xxxx}(x_i,y_j) - \frac{\Delta y^2}{24} Q_{xxyy}(x_i,y_j) + O(\Delta x^4 + \Delta x^2\Delta y^2 + \Delta y^4)
\]

\[
q_{yy}(x_i,y_j) = Q_{yyij} - \frac{\Delta y^2}{24} Q_{yyyy}(x_i,y_j) - \frac{\Delta y^2}{24} Q_{xxyy}(x_i,y_j) + O(\Delta x^4 + \Delta x^2\Delta y^2 + \Delta y^4)
\]

The second-order accurate representations of \(q_{xxx}(x_i,y_j), q_{xxy}(x_i,y_j)\) and \(q_{yy}(x_i,y_j)\) in terms of cell average values can be obtained by using the last three equalities in (2.9).
and discretizing $Q_{xxxxi,j}$, $Q_{yyyyi,j}$ and $Q_{xxyyi,j}$ with the standard second-order accurate finite differences similar to (2.11),

$$q_{xxxx}(x_i,y_j) = Q_{xxxxi,j} + \mathcal{O}(\Delta x^2 + \Delta y^2)$$
$$= \frac{1}{\Delta x^4} \left( Q_{i-2,j} - 4Q_{i-1,j} + 6Q_{i,j} - 4Q_{i+1,j} + Q_{i+2,j} \right) + \mathcal{O}(\Delta x^2 + \Delta y^2),$$

$$q_{yyyy}(x_i,y_j) = Q_{yyyyi,j} + \mathcal{O}(\Delta x^2 + \Delta y^2)$$
$$= \frac{1}{\Delta y^4} \left( Q_{i,j-2} - 4Q_{i,j-1} + 6Q_{i,j} - 4Q_{i,j+1} + Q_{i,j+2} \right) + \mathcal{O}(\Delta x^2 + \Delta y^2),$$

$$q_{xxyy}(x_i,y_j) = Q_{xxyyi,j} + \mathcal{O}(\Delta x^2 + \Delta y^2)$$
$$= \frac{1}{\Delta x^2 \Delta y^2} \left[ \left( Q_{i-1,j-1} + Q_{i+1,j-1} - 2Q_{i,j-1} \right) + \left( Q_{i-1,j+1} + Q_{i+1,j+1} - 2Q_{i,j+1} \right) \right] + \mathcal{O}(\Delta x^2 + \Delta y^2).$$

(2.13)

We remark that one can get even higher order conversion formulas by the above process.

### 2.3 Modified dimension-by-dimension FV WENO method

The utilization of the conversion formulas between point values and cell average values in the previous subsection suggests the following modified dimension-by-dimension FV WENO method on 3D Cartesian grids.

**Algorithm: modified FV WENO method with sixth-order conversion formulas.**

1. Compute face-averaged values of the conserved quantities at cell interfaces using the one-dimensional WENO reconstruction, i.e. compute

$$U_{i+\frac{1}{2},j,k}^\pm(t), \quad U_{i,j+\frac{1}{2},k}^\pm(t), \quad U_{i,j,k+\frac{1}{2}}^\pm(t)$$

at all grid cell interfaces including several layers of ghost cell faces outside the computational domain. Notice that boundary conditions are applied to obtain the conserved quantities $U_{i,j,k}$ in ghost cells so that we can implement the 1D WENO reconstruction for the ghost cell interfaces.

2. Compute point values of the conserved variables at the centers of cell interfaces, i.e. compute

$$u_{i+\frac{1}{2},j,k}^\pm(t), \quad u_{i,j+\frac{1}{2},k}^\pm(t), \quad u_{i,j,k+\frac{1}{2}}^\pm(t)$$

at all interface centers including several layers of ghost interface centers using the conversion formula (2.8) as substantialized by Eq. (2.14).
3. Compute point values of the numerical fluxes at all interface centers including ghost ones, i.e.

\[
\hat{f}_{i+\frac{1}{2},j,k}(t) = F \left( u_{i+\frac{1}{2},j,k}, u_{i+\frac{1}{2},j,k}^+ \right), \quad \hat{g}_{i,j+\frac{1}{2},k}(t) = F \left( u_{i,j+\frac{1}{2},k}, u_{i,j+\frac{1}{2},k}^+ \right),
\]

using a numerical flux function like the Lax-Friedrichs flux or HLLC flux.

4. Compute averaged values of the numerical flux at grid cell interfaces

\[
\hat{F}_{i+\frac{1}{2},j,k}(t), \quad \hat{G}_{i,j+\frac{1}{2},k}(t), \quad \hat{H}_{i,j+\frac{1}{2},k},
\]

using the conversion formula (2.8) as substantialized by Eq. (2.15).

5. Solve the semi-discrete system (2.2) using a high-order accurate Runge-Kutta method.

In this paper, we consider the standard dimension-by-dimension WENO method and the modified FV WENO method with sixth-order conversion formulas. For the Euler equations, in step 1 we use the characteristic variables for the WENO reconstruction [1].

**Classical method:** The standard dimension-by-dimension FV WENO method.

**Modified method:** Point values of the conserved variables at the center points of cell interfaces in step 2 are computed by using the following sixth-order accurate average-to-point conversion formula, which is obtained by substituting (2.12) and (2.13) into (2.8),

\[
u_{i+\frac{1}{2},j,k}^\pm = U_{i+\frac{1}{2},j,k}^\pm - \frac{1}{1920} \left( -9 U_{i+\frac{1}{2},j-1,k}^\pm + 116 U_{i+\frac{1}{2},j-2,k}^\pm - 214 U_{i+1,\frac{1}{2},j,k}^\pm + 116 U_{i+\frac{1}{2},j+1,k}^\pm - 9 U_{i+\frac{1}{2},j+2,k}^\pm \right)
\]

\[
+ \frac{1}{576} \left( U_{i+\frac{1}{2},j-1,k-1}^\pm + U_{i+\frac{1}{2},j+1,k-1}^\pm - 2 U_{i+\frac{1}{2},j,k-1}^\pm \right)
\]

and analogously for \(u_{i+\frac{1}{2},j,k}^\pm(t)\) and \(u_{i,j+\frac{1}{2},k}^\pm(t)\).

Averaged values of the numerical flux at cell interfaces in step 4 are computed by using the following sixth-order accurate point-to-average conversion formula obtained by substituting (2.10) and (2.11) into (2.8),

\[
\hat{F}_{i+\frac{1}{2},j,k} = \hat{F}_{i+\frac{1}{2},j,k} + \frac{1}{5760} \left( -17 \hat{F}_{i+\frac{1}{2},j-2,k} + 308 \hat{F}_{i+\frac{1}{2},j-1,k} - 582 \hat{F}_{i+\frac{1}{2},j,k} \right)
\]
+308 \hat{f}_{i+1/2,j+1,k} - 17 \hat{f}_{i+1/2,j+2,k} \right) + \frac{1}{5760} \left( -17 \hat{f}_{i+1/2,j,k} - 582 \hat{f}_{i+1/2,j+1,k} + 308 \hat{f}_{i+1/2,j+2,k} \right) \\
+ \frac{1}{576} \left[ \left( \hat{f}_{i+1/2,j-1,k-1} + \hat{f}_{i+1/2,j+1,k-1} - 2 \hat{f}_{i+1/2,j,k-1} \right) \\
+ \left( \hat{f}_{i+1/2,j,k+1} + \hat{f}_{i+1/2,j+2,k} - 2 \hat{f}_{i+1/2,j,k+2} \right) \right],

(2.15)

and analogously for \( \hat{C}_{i,j,k+1/2} \) and \( \hat{H}_{i,j,k+1/2} \).

In Table 1, we summarize the expected convergence rates of two different methods for the approximations of linear and nonlinear smooth problems.

<table>
<thead>
<tr>
<th>Method</th>
<th>WENO5+RK5</th>
<th>WENO7+RK7</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Linear</td>
<td>Nonlinear</td>
</tr>
<tr>
<td>Classical method</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Modified method</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 1: Predicted convergence rate for different methods.

For the modified method, Fig. 1 shows the stencil for computing the face center point values of the conserved quantities \( u_{i+1/2,j,k} \) using (2.14). This transformation requires several face averaged values \( U_{i+1/2,j,k} \) of the conserved quantities on the \( i+1/2 \) plane marked as green face cells, each of which is obtained from the 1D WENO reconstruction in the \( i \) direction using cell averages from \( i-2 \) to \( i+3 \) as shown for the WENO5 case. Fig. 2 shows the stencil for computing the face averaged value of the flux \( \hat{F}_{i+1/2,j,k} \) using (2.15). This transformation requires several point values of fluxes \( \hat{f}_{i+1/2,j,k} \) marked as red points, each of which comes from \( u_{i+1/2,j,k} \) that further involves several \( i \)-direction WENO stencils required by Eq. (2.14). The projections of all the involved \( i \)-direction WENO stencils onto the \( i+1/2 \) plane required for computing the face averaged flux \( \hat{F}_{i+1/2,j,k} \) are marked as shaded cells.

3 Numerical results

In this section, several 3D numerical examples are used to compare the performance of the present modified FV WENO method and the classic method.

In the following tables to show convergence studies, the \( \| \cdot \|_1 \) norm of the error denotes the quantity \( \sum_{i,j,k} |\bar{u}_{i,j,k} - u_{i,j,k}^{\text{exact}}| \times \Delta x \Delta y \Delta z \), where \( \bar{u} \) represents the cell average value.
Figure 1: The stencil for computing the face center point values $u_{i+1/2,j,k}$ marked as the red point. The green face cells denote face averaged values $U_{i+1/2,j,k}$ obtained from 1D WENO reconstructions and used to compute $u_{i+1/2,j,k}$ by Eq. (2.14). Only one WENO stencil along the $i$ direction is shown for clarity.

Figure 2: The $yz$ plane view of the stencil for computing the face averaged value $\hat{F}_{i+1/2,j,k}$ marked as yellow cell. The red points denote the point values $\hat{f}_{i+1/2,j,k}$ used to compute $\hat{F}_{i+1/2,j,k}$ by Eq. (2.15). The shaded cells represent the involved face averaged values $U_{i+1/2,j,k}$ used to compute the red point values $u_{i+1/2,j,k}$ thus $\hat{F}_{i+1/2,j,k}$.

We compute the experimental order of convergence (EOC) using the formula

$$
\text{EOC} = \frac{\log \left( \frac{\| \bar{u}_m - \bar{u}_{\text{exact}} \|_1}{\| \bar{u}_{2m} - \bar{u}_{\text{exact}} \|_1} \right)}{\log 2},
$$

where the index $m$ indicates the number of grid cells in the $x$, $y$ and $z$ direction. We use fifth or seventh order accuracy WENO-Z reconstruction [17–19] with the parameters $q = 2$ and $e = 10^{-14}$. For the temporal discretization, in order to match the order of spatial accuracy, fifth or seventh explicit Runge-Kutta schemes (see Appendix 1 of Ref. [4]) are used. In all computations, the time steps used correspond to CFL $= 0.5$.

### 3.1 Scalar hyperbolic problems

#### 3.1.1 3D linear advection equation

We consider the 3D linear advection problem [20] given by

$$
\begin{align*}
&u_t + u_x + u_y + u_z = 0, \\
&u(x,y,z,0) = \sin \left( \frac{\pi}{2} (x + y + z) \right), \quad -2 \leq x, y, z \leq 2,
\end{align*}
$$

with periodic boundary conditions. The exact solution is $u(x,y,z,t) = \sin \left( \frac{\pi}{2} (x + y + z - 3t) \right)$. The final time is $T = 1.0$. The Lax-Friedrichs flux is used.
Table 2: Convergence study for problem (3.2) with 5th order WENO-Z reconstruction and RK5.

<table>
<thead>
<tr>
<th>Grid</th>
<th>Classical method</th>
<th>Modified method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$|\bar{u} - \bar{u}_{\text{exact}}|_1$</td>
<td>$|\bar{u} - \bar{u}_{\text{exact}}|_1$</td>
</tr>
<tr>
<td>$10^3$</td>
<td>$4.6824 \times 10^{-3}$</td>
<td>$4.7219 \times 10^{-3}$</td>
</tr>
<tr>
<td>$20^3$</td>
<td>$1.5639 \times 10^{-4}$</td>
<td>$1.5641 \times 10^{-4}$</td>
</tr>
<tr>
<td>$40^3$</td>
<td>$5.0886 \times 10^{-6}$</td>
<td>$5.0886 \times 10^{-6}$</td>
</tr>
<tr>
<td>$80^3$</td>
<td>$1.6068 \times 10^{-7}$</td>
<td>$1.6068 \times 10^{-7}$</td>
</tr>
</tbody>
</table>

Table 3: Convergence study for problem (3.2) with 7th order WENO-Z reconstruction and RK7.

<table>
<thead>
<tr>
<th>Grid</th>
<th>Classical method</th>
<th>Modified method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$|\bar{u} - \bar{u}_{\text{exact}}|_1$</td>
<td>$|\bar{u} - \bar{u}_{\text{exact}}|_1$</td>
</tr>
<tr>
<td>$10^3$</td>
<td>$4.7178 \times 10^{-4}$</td>
<td>$6.4394 \times 10^{-4}$</td>
</tr>
<tr>
<td>$20^3$</td>
<td>$3.1288 \times 10^{-6}$</td>
<td>$5.0894 \times 10^{-6}$</td>
</tr>
<tr>
<td>$40^3$</td>
<td>$2.5216 \times 10^{-8}$</td>
<td>$6.3723 \times 10^{-8}$</td>
</tr>
<tr>
<td>$80^3$</td>
<td>$1.9853 \times 10^{-10}$</td>
<td>$9.2312 \times 10^{-10}$</td>
</tr>
</tbody>
</table>

In Table 2, we show the $\|\cdot\|_1$ norm of the error and orders of grid convergence for the problem (3.2) by using the fifth order WENO-Z reconstruction and RK5 time stepping scheme for the two FV WENO methods. As expected for the linear problem, the classical method converges with nearly fifth order accuracy. The full fifth order of convergence of the WENO-Z reconstruction is also nearly retained by modified method as expected in Table 1. We can also observe that the absolute errors for the classical method and modified method are nearly the same.

In Table 3, we show the results computed by using the two methods with the seventh order WENO-Z reconstruction and RK7 time stepping scheme for the same problem (3.2). Again we observe that the order of convergence is as expected in Table 1 for each method.

3.1.2 3D Burgers equation

We consider the 3D Burgers equation problem [12, 20]

$$
\begin{align*}
\quad & \left\{ \begin{array}{l}
\frac{\partial u}{\partial t} + \left( \frac{u^2}{2} \right)_{,x} + \left( \frac{u^2}{2} \right)_{,y} + \left( \frac{u^2}{2} \right)_{,z} = 0, \\
\quad & u(x,y,z,0) = 0.5 + \sin \left( \frac{\pi}{3} (x+y+z) \right), \\
\end{array} \right. \\
\quad & -3 \leq x,y,z \leq 3. \tag{3.3}
\end{align*}
$$

In this test, the boundary conditions are periodic, and the Lax-Friedrichs flux is used. The final time is set to $T = 0.1$ before the discontinuity occurs. Here, the analytic solution is $u(x,y,z,t) = 0.5 + \sin \left( \frac{\pi}{3} (x+y+z-3ut) \right)$. The cell average values of the exact solution are computed by using the Gauss quadrature formula with ninth order accuracy.
Table 4: Convergence study for problem (3.3) with 5th order WENO-Z reconstruction and RK5.

<table>
<thead>
<tr>
<th>Grid</th>
<th>Classical method</th>
<th>Modified method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$|\bar{u} - \bar{u}_{\text{exact}}|_1$</td>
<td>$|\bar{u} - \bar{u}_{\text{exact}}|_1$</td>
</tr>
<tr>
<td>$10^3$</td>
<td>$5.8528 \times 10^{-3}$</td>
<td>$6.5145 \times 10^{-4}$</td>
</tr>
<tr>
<td>$20^3$</td>
<td>$1.6359 \times 10^{-3}$</td>
<td>$7.0417 \times 10^{-4}$</td>
</tr>
<tr>
<td>$40^3$</td>
<td>$4.5129 \times 10^{-4}$</td>
<td>$3.1143 \times 10^{-4}$</td>
</tr>
<tr>
<td>$80^3$</td>
<td>$1.1381 \times 10^{-4}$</td>
<td>$1.0734 \times 10^{-4}$</td>
</tr>
<tr>
<td>$160^3$</td>
<td>$2.8503 \times 10^{-5}$</td>
<td>$3.4787 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

Table 5: Convergence study for problem (3.3) with 7th order WENO-Z reconstruction and RK7.

<table>
<thead>
<tr>
<th>Grid</th>
<th>Classical method</th>
<th>Modified method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$|\bar{u} - \bar{u}_{\text{exact}}|_1$</td>
<td>$|\bar{u} - \bar{u}_{\text{exact}}|_1$</td>
</tr>
<tr>
<td>$10^3$</td>
<td>$5.7287 \times 10^{-3}$</td>
<td>$4.8067 \times 10^{-4}$</td>
</tr>
<tr>
<td>$20^3$</td>
<td>$1.6668 \times 10^{-3}$</td>
<td>$1.3965 \times 10^{-4}$</td>
</tr>
<tr>
<td>$40^3$</td>
<td>$4.5324 \times 10^{-4}$</td>
<td>$3.9716 \times 10^{-5}$</td>
</tr>
<tr>
<td>$80^3$</td>
<td>$1.1389 \times 10^{-4}$</td>
<td>$3.8968 \times 10^{-5}$</td>
</tr>
<tr>
<td>$160^3$</td>
<td>$2.8505 \times 10^{-5}$</td>
<td>$5.3592 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

In Tables 4 and 5, we show the error and the grid convergence rates for problem (3.3) by using the two methods. The fifth order WENO-Z reconstruction together with RK5 is used for Table 4 and the seventh order WENO-Z reconstruction with RK7 is used for Table 5. As expected, the convergence rate for the classical method is only second order for nonlinear problems. In comparison, the orders of convergence for the modified method could reach fifth in Table 4 and sixth in Table 5 respectively on refined grids.

3.2 3D Euler equations

In this subsection we use the 3D Euler equations of gas dynamics

$$
\partial_t \begin{pmatrix} \rho \\ \rho u \\ \rho v \\ \rho w \\ E \end{pmatrix} + \partial_x \begin{pmatrix} \rho u \\ \rho u^2 + p \\ \rho uv \\ \rho uw \\ u(E+p) \end{pmatrix} + \partial_y \begin{pmatrix} \rho v \\ \rho uv \\ \rho v^2 + p \\ \rho vw \\ v(E+p) \end{pmatrix} + \partial_z \begin{pmatrix} \rho w \\ \rho uw \\ \rho vw \\ \rho w^2 + p \\ w(E+p) \end{pmatrix} = 0
$$

(3.4)

as our model problem with the ideal gas equation of state

$$
E = \frac{p}{\gamma - 1} + \frac{1}{2} \rho (u^2 + v^2 + w^2).
$$
The initial values and boundary conditions will be specified below for each test problem. We always set $\gamma = 1.4$, and use the characteristic variables for the WENO reconstruction and the HLLC flux for the numerical flux.

3.2.1 Linear problem

We consider the periodic solutions [3] of the Euler equations (3.4). The initial values are given by

$$
\begin{align*}
\rho(x,y,z,0) &= 1 + 0.2 \sin \left( \frac{\pi}{3} (x+y+z) \right), \\
p(x,y,z,0) &= 1, \\
u(x,y,z,0) &= v(x,y,z,0) = w(x,y,z,0) = 1,
\end{align*}
$$

(3.5)

Periodic boundary conditions are applied in this test. The exact solution of density is $\rho(x,y,z,t) = 1 + 0.2 \sin \left( \frac{\pi}{3} (x+y+z-3t) \right)$. The final time is $T = 1.0$.

Tables 6 and 7 show the errors and numerical orders of accuracy of the density for problem (3.5) computed by using the two different FV WENO methods with the 5th order WENO-Z and 7th WENO-Z reconstruction, respectively. In Table 6, the errors of the classical method and modified method are very close. The numerical orders of accuracy are both five with 5th order WENO-Z reconstruction, which verify the theoretical prediction. In Table 7, the two FV WENO methods with the 7th WENO-Z reconstruction show similar trends like Table 6. The classical method gives nearly seventh order of accuracy. And the modified method has well attained the theoretical sixth order of accuracy.

<table>
<thead>
<tr>
<th>Grid</th>
<th>Classical method $|\rho - \rho_{\text{exact}}|_1$</th>
<th>EOC</th>
<th>Modified method $|\rho - \rho_{\text{exact}}|_1$</th>
<th>EOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^3$</td>
<td>$1.4454 \times 10^{-3}$</td>
<td>1.5166 $\times 10^{-3}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$20^3$</td>
<td>$4.5141 \times 10^{-5}$</td>
<td>5.00</td>
<td>$4.8440 \times 10^{-5}$</td>
<td>4.97</td>
</tr>
<tr>
<td>$40^3$</td>
<td>$1.4121 \times 10^{-6}$</td>
<td>5.00</td>
<td>$1.5275 \times 10^{-6}$</td>
<td>4.99</td>
</tr>
<tr>
<td>$80^3$</td>
<td>$4.3960 \times 10^{-8}$</td>
<td>5.00</td>
<td>$4.7722 \times 10^{-8}$</td>
<td>5.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Grid</th>
<th>Classical method $|\rho - \rho_{\text{exact}}|_1$</th>
<th>EOC</th>
<th>Modified method $|\rho - \rho_{\text{exact}}|_1$</th>
<th>EOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^3$</td>
<td>$1.3190 \times 10^{-4}$</td>
<td>1.6761 $\times 10^{-4}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$20^3$</td>
<td>$9.4877 \times 10^{-7}$</td>
<td>7.12</td>
<td>$1.2019 \times 10^{-6}$</td>
<td>7.12</td>
</tr>
<tr>
<td>$40^3$</td>
<td>$7.4890 \times 10^{-9}$</td>
<td>6.99</td>
<td>$1.1973 \times 10^{-8}$</td>
<td>6.65</td>
</tr>
<tr>
<td>$80^3$</td>
<td>$6.0914 \times 10^{-11}$</td>
<td>6.94</td>
<td>$1.4822 \times 10^{-10}$</td>
<td>6.34</td>
</tr>
</tbody>
</table>
3.2.2 Spherical Riemann problem

We test our modified FV WENO method for a three-dimensional spherical Riemann problem [21, 22] between two parallel walls at \( z = 0 \) and \( z = 1 \) to observe whether the proposed method can work well for problems with discontinuities. The sphere is centered at \((0,0,0.4)\) with radius \( r = 0.2 \). Initially the gas is at rest with density \( \rho = 1.0 \) everywhere and pressure

\[
\begin{align*}
  p &= 1, \quad \text{if } r > 0.2, \\
  p &= 5, \quad \text{else}.
\end{align*}
\]

The evolution of the flow field will remain cylindrically symmetric, thus a quarter computational domain is chosen to be \((x, y, z) \in [0,1.5] \times [0,1.5] \times [0,1]\). The grid is \( 150 \times 150 \times 100 \). Reflective boundary conditions are imposed on the walls \( z = 0 \) and \( z = 1 \) and symmetric boundary conditions are used on symmetric planes \( x = 0 \) and \( y = 0 \). The other boundaries are taken to be outflow conditions.

Fig. 3 shows the results for the spherical Riemann problem at time \( T = 0.7 \) computed by using the two different methods. We can observe that the main features of the so-

![Figure 3: Comparison of the classic method with the modified method for the spherical Riemann problem at \( T = 0.7 \) on the grid of \( 150 \times 150 \times 100 \). 30 equally pressure contours from 0.781 to 1.475. Left: 3D view; Right: the \( x-z \) plane view. Here WENO-Z7 with RK7 are used.](image)
Table 8: Comparison for the average time consumption of one iteration between the classical and the modified methods with WENO-Z5+RK5 for the spherical Riemann problem. The ratio is relative to the classical method.

<table>
<thead>
<tr>
<th>Grid</th>
<th>Classical method</th>
<th>Modified method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time (s)</td>
<td>Ratio</td>
</tr>
<tr>
<td>37×37×25</td>
<td>0.4089</td>
<td>1.00</td>
</tr>
<tr>
<td>75×75×50</td>
<td>3.1241</td>
<td>1.00</td>
</tr>
<tr>
<td>150×150×100</td>
<td>22.6309</td>
<td>1.00</td>
</tr>
<tr>
<td>Average</td>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>

Table 9: Comparison for the average time consumption of one iteration between the classical and the modified methods with WENO-Z7+RK7 for the spherical Riemann problem. The ratio is relative to the classical method.

<table>
<thead>
<tr>
<th>Grid</th>
<th>Classical method</th>
<th>Modified method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time (s)</td>
<td>Ratio</td>
</tr>
<tr>
<td>37×37×25</td>
<td>0.8548</td>
<td>1.00</td>
</tr>
<tr>
<td>75×75×50</td>
<td>7.1570</td>
<td>1.00</td>
</tr>
<tr>
<td>150×150×100</td>
<td>54.2467</td>
<td>1.00</td>
</tr>
<tr>
<td>Average</td>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>

olution are the interactions between a strong outward moving shock wave, an outgoing imploded shock wave, and the walls. All the results computed by the two methods are in good agreement with other simulations [21, 22]. We also observe that the modified method gives as good results as the classical method, which verifies that the central difference-based conversion formulas do not cause any numerical difficulty for problems with strong discontinuities. This was also noted in Ref. [4].

Finally, in Tables 8 and 9 we show the timing results of the two FV WENO methods combined with the fifth or seventh order accuracy WENO-Z reconstruction for calculating the spherical Riemann problem. The codes have been parallelized using OpenMP and run by using 8 threads on a machine with 12 Intel Xeon(R) X5675 3.07 GHz CPU cores. We see that the computational costs of the modified method increase on average by 98% for the fifth order WENO-Z reconstruction, 53% for the seventh order WENO-Z reconstruction. Moreover, the ratio is smaller for the more expensive seventh order WENO-Z7 reconstruction. This is because the additional computations required by the modified method are independent of the chosen reconstruction, which agrees well with the timing results [4].

4 Conclusions

We have further developed the modified dimension-by-dimension finite volume WENO method on three-dimensional Cartesian grids for nonlinear hyperbolic conservation laws.
Specifically, we have presented a sixth-order accurate formula for conversion from face average values to point values of the conserved quantities, and the underlying derivation process can be extended to even higher order of accuracy. For three-dimensional problems, the computational cost of the modified FV WENO method is shown to be 1.43-2.03 times of that of the standard dimension-by-dimension finite volume WENO method, while other three-dimensional finite volume WENO methods on Cartesian grids [12,13,23] is 7–10 times of that as shown in Refs. [12,20,24]. The numerical tests show that the modified FV-WENO method retains the full spatial order of accuracy when applied to smooth three-dimensional nonlinear problems and is efficient and robust for calculating non-smooth nonlinear problems with shocks.
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