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a b s t r a c t

We have previously developed a finite element simulator, ichannel, to simulate ion transport through
three-dimensional ion channel systems via solving the Poisson–Nernst–Planck equations (PNP) and Size-
modified Poisson–Nernst–Planck equations (SMPNP), and succeeded in simulating some ion channel
systems. However, the iterative solution between the coupled Poisson equation and the Nernst–Planck
equations has difficulty converging for some large systems. One reason we found is that the NP equations
are advection-dominated diffusion equations, which causes troubles in the usual FE solution. The
stabilized schemes have been applied to compute fluids flow in various research fields. However, they
have not been studied in the simulation of ion transport through three-dimensional models based on
experimentally determined ion channel structures. In this paper, two stabilized techniques, the SUPG and
the Pseudo Residual-Free Bubble function (PRFB) are introduced to enhance the numerical robustness and
convergence performance of the finite element algorithm in ichannel. The conductances of the voltage
dependent anion channel (VDAC) and the anthrax toxin protective antigen pore (PA) are simulated to
validate the stabilization techniques. Those two stabilized schemes give reasonable results for the two
proteins, with decent agreement with both experimental data and Brownian dynamics (BD) simulations.
For a variety of numerical tests, it is found that the simulator effectively avoids previous numerical
instability after introducing the stabilization methods. Comparison based on our test data set between
the two stabilized schemes indicates both SUPG and PRFB have similar performance (the latter is slightly
more accurate and stable), while SUPG is relatively more convenient to implement.

© 2014 Elsevier B.V. All rights reserved.
1. Introduction

Ion channels are essential for the proper function of cells and
organisms [1]. Theoretical treatments of ion transport through
channel proteins may be broadly classified as kinetic models,
electrodiffusion models, and statistical mechanics based discrete
model. Themost commonly used theoretical techniques in the field
are stochastic models, molecular dynamics (MD) [2] and Brown-
ian dynamics (BD) [3–5]. Classical MD utilizes empirical interac-
tion potentials or force fields calibrated by macroscopic data to
describe molecular motions and is able to handle an entire ion
channel, including ions, counterions, solvent, lipids and proteins.
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Unfortunately, there are two issues for commonly used MDmeth-
ods: one issue is to develop appropriate force fields for the ionic
mixtures and concentrated solutions in and near channels; the
other issue is that, with MD, it is computationally costly and,
in some situations, infeasible to reach the time scale of ion per-
meation across most channel membranes and to determine ion
conductance. Compared to Brownian dynamics (BD) and molec-
ular dynamics (MD), the continuum models, usually using a
coarse approximation of continuum dielectric media and a static
representation of proteins, have advantages of reducing com-
putational cost and the ease of applying certain boundary con-
ditions. A widely used electrodiffusion model is based on the
Poisson–Nernst–Planck equations [6,7], in which ions are not
treated as microscopic discrete entities but as continuous charge
densities. Therefore, the PNP theory describes both the solvent
and ions as continuous distributions. Consequently, there are lim-
itations associated with the PNP model. It is well-known that
the PNP theory neglects the finite volume effect of ion particles.
Moreover, non-electrostatic interactions between ions are not ac-
counted in the PNPmodel. PNP theory has previously been applied
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to the study of ion transport in electrochemical liquid junction
systems [8] and electron transport in semiconductor devices [9],
as well as ion permeation through biological membrane chan-
nels [10–12]. A number of numerical algorithms, including fi-
nite difference [13–16], finite element [17–19,12,20], spectral ele-
ment [21] and finite volumemethods [22], have beenutilized in the
past two decades for solving the PNP equations. Although the finite
difference (FD) method is straightforward to implement, applying
this method to systems that have curved boundaries and compli-
cated geometries is challenging. If the surface and volumemesh of
proteins are available, the finite element method has the advan-
tage of naturally handling complex geometries, such as the molec-
ular surfaces of DNA molecules and ion channels. Moreover, the
finite element method has a solid mathematical foundation, and
there are numerous user-friendly andmature FE software packages
available for usage.We recently published one of the firstworks us-
ing FEM to solve the 3DPNP equations for ion channel systems [12].
However, there are still numerical challenges for solving PNP equa-
tions for simulating ion transport through large ion channel sys-
tems. In [12], we found some existing difficulties to simulate the
biggest ion channel listed in the article [23]. Our recent analysis
and studies indicate that if there is a strong electrostatic potential
(which usually occurs in biomolecular systems), the NP equations
have a large drift term (advection-dominated), which may result
in numerical divergence with the standard finite element method.

In this paper, stabilized finite element methods are introduced
to enhance the robustness of the solver. Stabilized finite element
methods are formed by adding variational terms into the stan-
dard Galerkin method, which are mesh-dependent, consistent and
numerically stabilizing. The Streamline-Upwind/Petrov–Galerkin
(SUPG) method, introduced by Brooks and Hughes for advection–
diffusion equations and incompressible Navier–Stokes equations
[24], can be considered as the first successful stabilization tech-
nique to prevent oscillations in advection-dominated problems in
the FEM. The main steps are as follows: (1) introduce artificial
diffusion in streamline direction only, (2) interpret this as a modi-
fication of the test function of the advection terms, (3) enforce con-
sistency so that thismodified test function is applied to all terms of
theweak form. The SUPGmethod has been applied to various other
problems, e.g., coupled multidimensional advective–diffusive sys-
tems [25], first-order linear hyperbolic systems [26] or first-order
hyperbolic systems of conservation laws [27]. Because of its struc-
tural simplicity, generality and the quality of numerical solutions,
the SUPG method has attracted considerable attention over the
past two decades and many theoretical and computational re-
sults have been published. The major part of the theoretical anal-
ysis of the SUPG has been done by Johnson [26]. Motivated from
mathematical analysis, another type of stabilization scheme, the
Galerkin/Least-Squares (GLS) method, has been established. The
GLS method is similar to the SUPG method in certain aspects. For
linear interpolation functions, the two become identical. In the
GLS method, least-squares forms of the residuals are added to the
Galerkinmethod, enhancing stability of the Galerkinmethodwith-
out giving up consistency or degrading accuracy [28].

Another approach, the Residual-Free Bubbles (RFB) method
[29–32], which is based on enriching the finite element space,
has been recently introduced to solve the advection-dominated
elliptic problems. The bubble functions are defined to be as rich
as possible within an element. In other words, these functions are
assumed to satisfy strongly the PDE in the interior of the element,
up to the contribution of the piecewise polynomial functions.
In practice, unless in very special situations (one-dimensional
problems, limit cases, etc.), they require the actual solution of
PDE problems (the bubble problems) in each element. An intuitive
description of the RFB method is to find a cheap way to compute
approximately the solution of the bubble problem in each element.
This provides, as a consequence, an effective way to calculate
good approximations for the optimal values of the stabilization
parameters. The Pseudo Residual-Free Bubble (PRFB) method aims
to get sub-grid nodes to approximate bubble functions cheaply
using piecewise linear functions. The PRFBmethod also fits into the
general stabilization method framework as the SUPG method, but
differs in the stabilizing parameters and the operators on unknown
variables and testing functions. For the stabilizing parameters of
the PRFB method we refer to recent studies [32–36] which are
restricted in one-dimensional and two-dimensional cases. Since
our numerical experiments are based on a 3D ion channel, we
have done derivations on the stabilizing parameters under specific
choices of subgrid.

The SUPG, GLS and PRFB stabilizations are most frequently
applied to fluid problems, such as Stokes and incompressible
Navier–Stokes equations [37–40,32]. The SUPG scheme was used
to simulate ion flow through a nanopore [41], in which, a ‘‘Fast
SUPG’’ scheme was presented for SMPNP equations because the
standard SUPG is expensive to evaluate for the SMPNP equations.
In this work, we will try to study and implement two stabilized fi-
nite element algorithms for solving the 3D PNP/SMPNP equations
formodels based on experimentally determined ion channel struc-
tures, which, to our knowledge, have not been applied in compu-
tational biology.

In this paper, we describe a robust parallel FEM solver for both
PNP and SMPNP equations for the simulation of ion transport
through large ion channel systems, which can handle irregular
geometries and complex boundary conditions. We found that the
SUPG and PRFB schemes have good performance for solving PNP
and SMPNP equations, even if there exists strong electrostatic
potential around the molecule.

This paper is organized as follows. The PNP model and the
stabilized FE schemes are introduced in the section Numerical
Methods. First, we briefly review the 3D ion channel model and
the PNP equations. Then, we present the robust stabilized finite
element algorithms for solving the coupled nonlinear discretized
equations. In the section Numerical experiments, we present some
numerical results and assess the performance of our ion channel
simulator in ion transport simulations. The solver is applied to
VDAC and PA ion channel, and the simulation results are compared
with our previous results [12]. The paper ends with the section
Summary.

2. Numerical methods

2.1. The PNP and SMPNP equations

The PNP model combines the Nernst–Planck theory describing
electrodiffusion of ions in the transmembrane channel with
the Poisson theory describing the electrostatic potential whose
gradient serves as a driving force of the ion motion. Consider an
open domain Ω ∈ R3, Ω = Ωm ∪ Ω s, where Ωm represents
the protein and membrane region and Ωs represents the solvent
reservoirs and the channel region. The PNP equations couple the
Nernst–Planck equations

∂ci
∂t

= ∇ · Di(∇ci + βqici∇φ), x ∈ Ωs, 1 ≤ i ≤ N, (1)

and the electrostatic Poisson equation:

− ∇ · (ϵ∇φ) = λ


i

qici + ρ f , x ∈ Ω, (2)

where ci(x, t) is the concentration of the ith ion species carrying
charge qi. Di is the spatial-dependent diffusion coefficient, and φ is
the electrostatic potential. N is the number of diffusive ion species
in the solution that are considered in the system. The constant β =
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Fig. 1. A 2D cut through the center of the simulation box along the z axis illustrates
the mesh representation of the protein and the membrane. This figure is obtained
by using VCMM [46].

1/(kBT ) is the inverse Boltzmann energywhere kB is the Boltzmann
constant and T is the absolute temperature. We assume that the
dielectric permittivity is piecewisely constantwith ϵ = ϵmϵ0 inΩm
and ϵ = ϵsϵ0 in Ωs, where ϵ0 is the dielectric constant of vacuum.
In continuum treatments, typical values of ϵm and ϵs are 2 and
80, respectively. However, serious errors due to this assumption
ϵm = 2 have been known for some time. More studies on dielectric
coefficients have been done [42–44]. The permanent (fixed) charge
distribution

ρ f (x) =


j

qjδ(x − xj)

is an ensemble of singular atomic charges qj located at xj inside
biomolecules. The characteristic function λ is equal to 1 in Ωs and
0 in Ωm, implying that mobile ions are present only in the solvent
region.

The SMPNP equations add a nonlinear term to each of the
Nernst–Planck equations to model the steric repulsion [45]:

∂ci
∂t

= ∇ · Di

∇ci + βqici∇φ +
kici

1 −

l
a3l cl


l

a3l ∇cl

 ,

x ∈ Ωs, 1 ≤ i ≤ N, (3)

−∇ · (ϵ∇φ) = λ


i

qici + ρ f , x ∈ Ω (4)

where ki =
a3i
a30

and ai denotes the size of the ith ion species and a0
of the water molecule.

2.2. The model system

A primary focus of this paper is the application of stabilized
PNP solver to ion channel systems, wherein we compute the
ionic current through a pore in a channel membrane. The model
system is shown in Fig. 1, which consists of a protein, a membrane
surrounding it, and a simulation box. Here the membrane is
represented as a slab and no charge is assigned to the membrane
in the present work. We use Γ to denote the interface between
the two regions, such that Γ = Ωm ∩ Ω s, and Γm to denote the
membrane boundary on the simulation box.

The electrical current across the pore can be calculated as:

I = −


i

qi


S
Di


∂ci
∂z

+
qi
kBT

ci
∂φ

∂z


dxdy, (5)
where S is a cut plane at any cross section inside the pore. The ionic
conductance can be obtained as follows:

G =
I
V

. (6)

The PNP equations are solvedwith the following boundary con-
ditions. Fixed electric potentials and ion concentrations are set on
the upper and lower faces of the computational box. The channel
is normal to these two faces (along the z-axis). On the lateral faces
the potential is a linear function of the vertical coordinate. The con-
centrations of the positively and negatively charged ions are equal
to each other on both top and bottom faces to ensure charge neu-
trality in the reservoirs. Additionally, there is a flux-free boundary
surrounding the protein and membrane that prevents ions from
penetrating through the region occupied by the protein and lipids,
i.e.,

Di(∇ci + βqici∇φ) · n = 0, on Γ

where n is the unit normal on the surface Γ .

2.3. Regularization of PNP equations

In this paper, only the steady state PNP equations are con-
sidered. An effective strategy for solving equation (2) is to de-
compose the solution of the Poisson equation into a singular
component, a harmonic component and a regular component [17],
i.e., φ = φs

+φh
+φr . The singular component φs is the restriction

on Ωm of the solution of

− ϵm1φs(x) = ρ f (x), x ∈ R3, (7)

and the harmonic component φh is the solution of a Laplace equa-
tion:

−1φh(x) = 0, x ∈ Ωm, (8)
φh(x) = −φs(x), x ∈ Γ ∪ Γm.

It is seen thatφs(x) can be given analytically by the sumof Coulomb
potentials. This φs(x) is then used to compute the boundary con-
dition for φh(x), the latter is to be solved numerically from Eq. (8),
for which we use finite element methods in this study. Subtracting
these two components from Eq. (2), we get the governing equation
for the regular component φr(x):

− ∇ · (ϵ∇φr(x, t)) = λ


i

qici(x, t), x ∈ Ω, (9)

and the interface conditions

φr
s − φr

m = 0,

ϵs
∂φr

s

∂n
− ϵm

∂φr
m

∂n
= ϵm

∂(φs
+ φh)

∂n
, x ∈ Γ .

It is worth noting that there is no decomposition of the potential in
the solvent region, thus φ(x) = φr(x) inΩs. For the steady-state of
the system, the final regularized Poisson–Nernst–Planck equations
consist of the regularized Poisson equation (9) and the steady-state
Nernst–Planck equations

∇ · Di(x)(∇ci(x) + βqici(x)∇φr(x)) = 0, x ∈ Ωs. (10)

2.4. Stabilized FE methods for the NP equations

In this section, we will briefly present the standard SUPG
and Pseudo Residual-free Bubbles stabilization methods to solve
NP equations. Additionally, we use a standard finite element
discretization for solving the Poisson equation, of which more
details and discussion can be found in Ref. [12].
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2.4.1. The SUPG method
In the presence of a strong electrostatic potential, the Nernst–

Planck equations have a large drift term, which is a challenge
to standard Galerkin methods. One remedy is to augment the
Galerkin weak form by adding artificial dissipative terms to stabi-
lize the method. The SUPG scheme introduces a certain amount of
artificial diffusion in streamline direction only to avoid the oscilla-
tions in advection-dominated problems. In this section, we briefly
present the SUPG stabilization method to solve the NP equations.
Let us recall the standard Galerkin method. The weak form of (10)
is approximated as follows:

Let u = φr , for each i, 1 ≤ i ≤ N , find ci ∈ H1
a (Ωs) which

satisfies
Ωs

Di(∇ci∇v + βqici∇u∇v)dΩs = 0, ∀v ∈ H1
c (Ωs), (11)

where H1
a (Ω) = {ci ∈ H1(Ω) | ci = ηi on Γs}, here ηi denotes

the Dirichlet boundary function, and H1
c (Ω) = {ci ∈ H1(Ω) | ci =

0 on Γs}.
To simplify the presentation of the SUPG scheme,we denote the

standard weak form by

B(ci, v) =


Ωs

Di(∇ci∇v + βqici∇u∇v)dx, (12)

and the stabilization form by

S(ci, vsupg) =


K


K


∇ · Di(∇ci + βqici∇u)


· vsupgdx. (13)

Then the weak form of the Nernst–Planck equation using the
SUPG scheme is as follows:

For each i, 1 ≤ i ≤ N , find ci ∈ H1
a (Ωs) which satisfies

B(ci, v) + S(ci, vsupg) = 0, ∀v ∈ H1
c (Ωs), (14)

where the test functions vsupg in stabilized form are

vsupg = σKai · ∇v. (15)

We also isolate the Péclet number Pe with a stability parameter
of the form [47]

σK =
hK

2∥ai∥2
ξ(PeK ), (16)

ai = −Diβqi∇u (17)

where hK denotes the diameter of the element K , and

PeK =
∥ai∥2hK

6Di
, (18)

ξ(PeK ) =


PeK , 0 ≤ PeK ≤ 1,
1, PeK ≥ 1, (19)

where PeK denotes the Péclet number of element K , which is
an indication of the strength of advection. Specifically, a Péclet
number greater than 1 indicates that advection is dominating the
flow and that stabilization may be necessary.

The convergence rate of the L2 error for the SUPG scheme is
typically half an order less than the Galerkin method [48]. That
is, the convergence rate of the L2 error is O(hk+1/2) for the SUPG
scheme, and O(kk+1) for the Galerkin method, where k refers to
the polynomial degree of the approximating space. However, the
benefit of the SUPGmethod lies in its stability properties. The SUPG
scheme leads to a more reasonable numerical solution, compared
to the Galerkin method, even for coarse meshes.

A possible drawback of the SUPG method is the sensitivity of
the solution to the stabilization parameter σK , whose value is not
Fig. 2. One dimension residual-free bubbles.

determined precisely by the available theory. A way to recover
intrinsically the value ofσK is to use the residual-free bubbles (RFB)
approach [35] which will be applied to solve PNP equations in the
next section.

2.4.2. The pseudo residual-free bubbles method
Both of SUPG and residual-free bubbles (RFB) are closely related

methods that have been used to stabilize the simulation. The idea
of RFB is to enlarge the finite element space VL in the following
way. For each simplex K , we define the space of bubbles in K as
BK

= H1
0 (K), the enlarged space VB =


BK , and sets

Vh = V RFB
h = VL


VB. (20)

Then the weak form of the ith Nernst–Planck equations using
residual-free bubbles (RFB) is approximated as follows:

Find c ih = c iL + c ib ∈ VL


VB such that: for all vL ∈ VL, K ∈ Th,
and vk

b ∈ BK ,

a(c iL + c ib, vL) = 0, aK (c iL + cK ,i
b , vK

b ) = 0, (21)

where a(ci, v) =


Ωs
Di(∇ci∇v + βqici∇u∇v)dΩs and the sub-

script in aK (·, ·) and (·)K indicates the integrals involved are re-
stricted to the simplex K . Since Vh is infinite-dimensional, approx-
imate methods are introduced by [35,34,36]. The second equation
of
Eq. (21) implies the PDE is local, i.e.:

∇ · Di(∇cK ,i
b + βqic

K ,i
b ∇u) = −∇ · Di(∇c iL + βqic iL∇u) in K , (22)

cK ,i
b = 0 on ∂K . (23)

Residual-free bubbles cK ,i
b are the functions satisfying these equa-

tions strongly. In one-dimensional problems, with continuous so-
lution of unknown variable u (without loss of generality and here
the u is not related to the PNP equations), the approximation is ex-
act (see Fig. 2), i.e. u = uh = u1 + ub.

Note that in our numerical cases,u is piecewise linear so that∇u
is piecewise constant, therefore the solution of this PDE is spanned
by a single bubble basis function if we suppose Di is a piecewise
constant:

cK ,i
b = cKϕK . (24)

Without any loss of generality, ϕK solves:

∇ · Di(∇ϕK + βqiϕK∇u) = 1 in K , (25)
ϕK = 0 on ∂K . (26)

Essentially, all stabilization methods add a stabilizing term to
the original Galerkin formulation of the problem [49]. Eq. (27)
shows the stabilizing term can be written as L2 products within
each element, which involve the residual of the equation and an
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Fig. 3. Two-dimensional two-level mesh.

operator applied to the test function, the former being multiplied
by a numerical parameter.

a(c iL, vL) +


K

τ̂K


K

R(c iL)P (vL) = 0. (27)

In this paper, R(c ih) = ∇ · Di(∇c ih + βqic ih∇u), P (vh) = ∇ ·

Di(βqivh∇u). If we define an operator MK in each simplex K as
for any given right-hand side g , say, there is a unique solution
ϕ := MK (g) satisfying

∇ · Di(∇ϕ + βqiϕ∇u) = g in K , ϕ = 0 on ∂K . (28)

Then the τ̂K in Eq. (27) can be written as

τ̂K =
1

|K |


K
MK (1), (29)

where |K | is the volume of the simplex. To get the numerical value
of τ̂K , the basic idea is to construct a submesh in each element
K and solve the problem on the augmented space, essentially
made of piecewise linear functions on the augmented mesh. More
precisely, two-level meshes can be constructed as in Fig. 3 to
solve Eqs. (25) and (26). Then the linear approximations in the
submeshes can be used to replaceMK (1) in the integrals.

Weare going to take a submesh that contains just one additional
node PK in each element K . The node PK is then joined to the four
vertices and the tetrahedron is split into four tetrahedra (see Fig. 4
(left)).

Papers about the PRFB method provide strategies to find sub-
optimal P∗ by discussing various inflow edges/faces numbers
[35,36]. Note that they prescribe very strong conditions such as
P∗ should be along the median from Vi in two-dimensional cases
[35,36]. Since the exact optimized P∗ is nontrivial to be obtained,
we assign P∗ as the gravity center in each element K and compute
τ̂K by cheap calculations.

As described above, the additional node P∗ splits the tetrahe-
dron into four sub-tetrahedra. For each sub-tetrahedron, numeri-
cal value in the face opposite to the node PK is set as 0, Fig. 4 (right)
illustrates the numerical value distribution in the sub-simplex via
linear interpolations (the value on P∗ is set as 1) without loss of
generality.

If we define the numerical solution on P∗, ϕK (P∗), as an approx-
imation of MK (1)|P∗ , then we have

τ̂K =
1

|K |


K
MK (1) =

1
|K |

4
i=1


Ki
MK (1)

=
1

|K |

4
i=1

 1

0

1
3
(t2Si)(tHi)ϕK (P∗)dt

=
1

|K |

4
i=1

1
4
|Ki|ϕK (P∗)

=
1
4
ϕK (P∗) (30)

where Si denotes the area of the ith face of element K and Hi de-
notes its height.

To obtain the finite element approximations on P∗ in each
element K , we build a 5 × 5 stiffness matrix using linear elements
as following:

A11 A12 A13 A14 A15
A21 A22 A23 A24 A25
A31 A32 A33 A34 A35
A41 A42 A43 A44 A45
A51 A52 A53 A54 A55




ϕK (V1)
ϕK (V2)
ϕK (V3)
ϕK (V4)
ϕK (P∗)

 =


b1
b2
b3
b4
b5

 . (31)

Note that the Dirichlet condition is set on ∂K , i.e., ϕK (Vi) = 0, i =

1, . . . , 4. Define Φ i
P∗ as one of the basis functions in Ki such that

Φ i
P∗(Vj) = 0, j = 1, . . . , 4(j ≠ i) and Φ i

P∗(P∗) = 1, then the
linear problem comes to

A55ϕK (P∗) = b5, (32)

where

A55 =

4
i=1


Ki
D̂(P∗)(∇Φ i

P∗∇Φ i
P∗ + βqiΦ i

P∗∇u∇Φ i
P∗)dKi (33)

and

b5 =

4
i=1


Ki

Φ i
P∗dKi =

1
4
|K |. (34)

The solution of τ̂K can be obtained via substituting Eqs. (33) and
(34) to Eq. (32) and it comes to

τ̂K =
1
4
ϕK (P∗) =

b5
4A55

=
|K |

16
4

i=1


Ki
D̂(P∗)(∇Φ i

P∗∇Φ i
P∗ + βqiΦ i

P∗∇u∇Φ i
P∗)dKi

. (35)
Fig. 4. Subgrid contains just one addition node in the gravity center. (left) Additional node PK splits the tetrahedron into four tetrahedra. (right) Linear interpolations in
sub-tetrahedra.
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Fig. 5. (a) Triangular boundary mesh conforming to the VDAC ion channel surface. (b) A view of cross section of the whole tetrahedral volume mesh.
Since ∇u is piecewise constant in each element K , Eq. (33) can be
computed analytically using the coordinates of the four vertices.
But in practice, we simply compute it using numerical quadrature,
which can be more easily extended to higher order schemes.

Since the gradient of the basis functions is piecewise constant
in each element K , we can estimate τ̂k in the following way:

τ̂K =
|K |

16
4

i=1


Ki
D̂(P∗)(∇Φ i

P∗∇Φ i
P∗ + βqiΦ i

P∗∇u∇Φ i
P∗)dKi

≈
|K |

16
4

i=1


Ki
D̂(P∗)


C1
h2K

+
C2Φ i

P∗

h2K


dKi

≈
|K |

4D̂(P∗)


C3
h2K


|K |

≈ O(h2
K ), (36)

where hK denotes the diameter of the element K . It is found that
the definition of τ̂K from the PRFB approach has the same order of
hK as from the SUPG approach, but different in the formulation.

Assigning P as the center of gravity is reasonable, which relies
on the following reasons: (i) It is consistent with two-level mesh
method just adding one additional point PK in each element K ;
(ii) Adding the gravity center into the tetrahedron ensures certain
quality of the submesh; (iii) The strategies to find the optimized P∗

have strong assumptions to reduce the complexity, for example,
they assume P∗ is along the median of a triangle, and by doing so,
a sub-optimal solution is easily obtained.

Those two stabilization methods can be implemented for
SMPNPequations in a similarmanner.We found that the additional
terms in SMPNPonlymake a small contribution to the total flux in a
channel system, therefore the main numerical difficulties for both
PNP and SMPNP are due to the same dominating drift term, and our
tests also showed that SUPGandPRFBhave similar performance for
SMPNP equations (data not shown here). Because SMPNP is not the
focus of the paper, we omit more details about the application of
stabilization methods to SMPNP equations here.

3. Numerical experiments

In this section we apply our stabilized FEM to solve PNP
equations for simulations of ion transport through two proteins,
VDAC and PA ion channels. In our previous work, the standard
FEM solverworkswell for the simulation of VDAC ion channel [12].
However, it fails for the biggest ion channel (PA ion channel) listed
in article [23]. To verify the effectiveness of our new solver, we
apply it to VDAC and PA ion channels to compare the electrostatic
potential, ion concentrations and conductances under various
combinations of inputs. The computations were carried out on
the cluster LSSC-III of the State Key Laboratory of Scientific and
Engineering Computing of China, which consists of compute nodes
with dual Intel Xeon X5550 quad-core CPUs, interconnected via
DDR InfiniBand network. To solve PNP equations, the stabilized
FEM costs almost the same time as the standard FEM. More details
about the efficiency of the standard FEM were discussed in our
previous work [12]. Actually, for the simulation of the PA ion
channel, the whole computation time is about 2 h. For VDAC ion
channel, it costs much less than 2 h.

3.1. Numerical test with VDAC ion channel

The voltage-dependent anion channels are 30-kDa transmem-
brane (TM) proteins found in the outermembrane ofmitochondria.
The VDAC serves an essential role in the transport of metabolites
and electrolytes between the cellmatrix andmitochondria. Among
three isoforms found in many eukaryotic cells, the prototype
isoform, VDAC1, shares a sequence identity up to 75% and the
characteristic electrophysiological features. The atomic-resolution
structure of VDAC1 ion channel is obtained from the protein data
bank (code 2JK4) [50]. The partial charges and atomic radii for each
atom in the protein are obtained by converting the PDB file to the
PQR format using PDB2PQR software [51]. The PQR file of VDAC1
contains 4393 atoms, which is used to generate the surface mesh
using our program TMSmesh [52,53]. Then the tetrahedral volume
mesh is generated using our meshing tool chain [12]. Finally, the
membrane region is extracted and the involved tetrahedra and
boundary faces are properly marked, which ends the mesh con-
struction for the whole ion channel systems. Fig. 5 shows an ex-
ample of the unstructured tetrahedral volumemesh and triangular
surface mesh of the VDAC ion channel.

The membrane and protein regions are described by a low
relative dielectric constant ϵm = 2. A high relative dielectric
constant ϵs = 80 is assigned to the aqueous region, i.e., the volume
outside of the protein-membrane region. The diffusion coefficients
for cation and anion, e.g., K+ and Cl−, in the bulk region are set to
their experimental values: DCl = 0.203 Å2

/ps,DK = 0.196 Å2
/ps.

However, there are no experimental data available for the diffusion
coefficient in the channel pore. The diffusion coefficients are likely
to vary substantially near the protein surface in the pore. Some
studies about this issue have been reported [54,55,23]. Herewe use
a smooth transient function to represent the diffusion coefficient
near the channel entrance [12,56], and we obtain the diffusion
coefficient in channel pore through matching the experimental
data, i.e., the current value at V = 100mV.We set 0.4DK and 0.4DCl
as the diffusion coefficients in pore region which are used for the
simulation.

The voltage applied to the system, Vapplied, is given by the
potential difference between the top and bottom boundaries. Ion
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Fig. 6. A cross sectional view of the electrostatic potential obtained from PNP
calculation with Vapplied = 100 mV and ci,bulk = 1.0 M.

Table 1
The current obtained from the simulation of VDAC1 channel by using SUPG scheme,
PRFB method and Galerkin method.

Voltage (mV) Current (pA)
SUPG PRFB Galerkin

−50 −27.2 −27.6 −27.6
−40 −10.3 −10.7 −10.6
−30 6.2 6.0 5.9
−20 22.3 22.2 22.2
−10 38.0 38.1 38.1
0 53.1 53.3 53.4
10 67.8 68.4 68.4

concentrations on the top and bottom side boundaries are set to
their bulk values ci,bulk.

For a given boundary condition (Vapplied = 100 mV and ci,bulk =

1.0M), the PNP equations are solved by using the SUPG scheme and
the PRFBmethod to obtain the steady-state ion concentrations and
electrostatic potential. A cross sectional view of the potential of the
whole domain region is shown in Fig. 6.

To obtain the current across the pore and compare with our
previous results [12], the PNP equations are computed for a variety
of voltages by using the SUPG scheme and the PRFB method.
Table 1 shows the current obtained from the SUPG scheme, the
PRFBmethod and the standard Galerkinmethod for the simulation
of VDAC1 in the asymmetric 0.1:1.0 M KCl solution. It is seen that
the simulation results of the PRFB method are closer to results
of the Galerkin method than that of the SUPG scheme. Table 3
summarizes the conduction properties of VDAC1 obtained from
PNP simulation, BD simulation [23] and experimental data. It is
seen that the PNP simulation results agreewell with BD simulation
results and experimental results.

Except for analysis of the electrostatic potential, current and
ion conduction properties using different numerical approaches,
we also observe the iterations between the NP and the PE and the
corresponding CPU time during the whole calculations to compare
the efficiency of these methods. Table 2 lists the iteration number
and CPU time of SUPG and PRFB respectively by setting stopping
criterion tol = 10−8. Overall, both methods solve the VDAC1 case
efficiently via several tens iterations and the whole calculations
can be completed in 2 ≈ 3 min. Nonetheless, from Table 2, it
is found that the PRFB method costs a little more iterations than
the SUPG approach, but is more stable than the SUPG method in
different numerical tests with changing voltage values.

3.2. Numerical test with PA ion channel

The PA is a key component of the anthrax toxin, as it allows en-
try of the enzymatic components edema factor and lethal factor
Table 2
The iterations and CPU time cost from the simulation of VDAC1 channel by using
SUPG scheme and PRFB method respectively.

Voltage (mV) SUPG PRFB
Iters CPU time (s) Iters CPU time (s)

−50 69 143.6 79 158.4
−40 69 146.2 78 156.6
−30 71 147.4 77 153.0
−20 72 149.9 77 153.7
−10 74 150.6 78 153.4
0 75 153.8 78 152.5

Table 3
Ion conduction properties of VDAC1: Conductance (G), ion selectivity from current
ratio (GCl/GK).

Method Voltage (mV) G GCl/GK

PNP −100 3.68 1.79
+100 3.21 1.41

BD −100 3.77 ± 0.11 1.92
+100 3.15 ± 0.09 1.94

Exp. 3.9–4.5

into the host cell, through the formation of a membrane spanning
pore. After proteolytic activation on the host cell surface, PA forms
a membrane-inserting heptamer that translocates the toxic en-
zymes, edema factor and lethal factor, into the cytosol [57,58]. Each
monomer of the channel contains 7His residues and the net charge
of the channel can be either 70ewith all unprotonatedHis (denoted
by HSD) or 21e with all protonated His (HSP). Low pH condition
used to enhance the pore formation in the experiment may proto-
nate His near the trans-side bath, but the exact protonation state of
each His is yet to be determined. Currently, only a computational
model structure (PDB:1V36) [59] has been reported. The partial
charges and atomic radii for each atom in the protein are obtained
by using the PDB2PQR software. Herewe choose the structurewith
all unprotonated His (70e) for the following simulations. The PQR
file of PA channel contains 62277 atoms. The surface and volume
meshes of PA channel are shown in Fig. 7. Themesh over thewhole
domain has a total of 257899 vertices and 1628920 tetrahedra.

In our previous work, we found that the PNP solver with
standard Galerkin method could not get convergent results for
the simulation of PA ion channel. Here we use the SUPG scheme
and the PRFB method to solve PNP equations for the simulation
of ion transport through PA ion channel system. Similar as in the
numerical test on VDAC channel, we use the following parameters:
ϵm = 2, ϵs = 80, the diffusion coefficients for K+ and Cl−, DCl =

0.203 Å2
/ps,DK = 0.196 Å2

/ps in bulk region, 0.4DK and 0.4DCl in
the channel pore region.

We compare the ion conduction properties of PA via sta-
bilized FEMs, BD and experimental data in Table 4. Both PNP
simulation results and BD simulation results show much higher
conductance than the experimental data [60]. Because the cal-
culated electrophysiological properties substantially deviate from
available experimental data, the present study suggests that fur-
ther structural refinement and determination of His protonation
state are required for PA. Such structural refinement will facilitate
the understanding of the channel conducting mechanism.

Fig. 8 elucidates the electrostatic potential at the center of the
PA channel plotted along z-axis obtained from the PNP calculation
by using SUPG and PRFB methods with Vapplied = 100 mV, c =

1.0 M (solid) and Vapplied = 100 mV, c = 0.5 M (dashed). It is
seen that the potential obtained from SUPG and PRFB methods is
almost the same but disparate slightly in the pore area. Moreover,
we found that the potential with a higher concentration boundary
condition is larger than that with a lower concentration boundary
condition in the channel pore region due to ionic screening effect.
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Fig. 7. (a) Triangular boundary mesh conforming to the PA ion channel surface. (b) A view of cross section of the whole tetrahedral volume mesh.
Fig. 8. Electrostatic potential at the center of the PA channel plotted along z-axis
obtained from the PNP calculation by using SUPG scheme (blue) and PRFB method
(red) with Vapplied = 100 mV, c = 1.0 M (solid) and Vapplied = 100 mV, c = 0.5 M
(dashed). (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

Table 4
Ion conduction properties of PA: Conductance (G), ion selectivity from current ratio
(GCl/GK).

Method Voltage (mV) G (nS) GK/GCl

PNP −100 0.58 21.2
+100 0.35 5.16

BD −100 0.93 ± 0.04 22.3
+100 1.48 ± 0.05 13.8

Exp. 0.17–0.20

4. Summary

In this paper, we describe a stabilized FEM solver for both
PNP and SMPNP simulations of ion transport through large ion
channel systems. Two stabilized schemes, SUPG and PRFB are
introduced to enhance numerical robustness. Numerical tests are
carried out on the VDAC and PA channels. The simulation results
obtained with the stabilized schemes agree well with the Galerkin
method, especially for the results of the PRFB method in our
numerical experiments. These two stabilizing methods succeeded
in the simulation of PA channel which our previous solver failed
to simulate. The simulations of PA channel suggest that further
structural refinement of the channel is required for proper analysis
of the system. In practice, the stabilized algorithms are necessary
when solving large proteins. Within our test data set, PRFB is
slightly more accurate and stable than SUPG, while SUPG is
relatively more convenient to implement. However, the stabilized
methods cannot overcome all the numerical challenges, and may
fail in particular difficult cases, such as for hugemolecular systems
and when the mesh quality is very poor. These issues will be the
subjects of future explorations. In addition, the PRFB method in
this article selects the gravity center in each element to calculate
the stabilizing coefficient τ̂k, which can be improved via computing
more optimized P∗ in certain ways.
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