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\section*{A B S T R A C T}

We investigate the isogeometric analysis for surface PDEs based on the extended Loop subdivision approach. The basis functions consisting of quartic box-splines corresponding to each subdivided control mesh are utilized to represent the geometry exactly, and construct the solution space for dependent variables as well, which is consistent with the concept of isogeometric analysis. The subdivision process is equivalent to the \( h \)-refinement of NURBS-based isogeometric analysis. The performance of the proposed method is evaluated by solving various surface PDEs, such as surface Laplace-Beltrami harmonic/biharmonic/triharmonic equations, which are defined on the limit surfaces of extended Loop subdivision for different initial control meshes. Numerical experiments show that the proposed method has desirable performance in terms of the accuracy, convergence and computational cost for solving the above surface PDEs defined on both open and closed surfaces. The proposed approach is proved to be second-order accuracy in the sense of \( L^2 \)-norm with theoretical and/or numerical results, which is also outperformed over the standard linear finite element by several numerical comparisons.

© 2019 Elsevier Inc. All rights reserved.

\section*{1. Introduction}

The isogeometric analysis (IGA) was introduced by Hughes et al. \cite{1,2} to replace the standard finite elements by Non-Uniform Rational B-Splines (NURBS) \cite{3,4} or T-splines \cite{5-8}. The idea of isogeometric approximations can be traced back to the work by Grebennikov in 1982 \cite{9}. The concept of IGA shows great potential in developing the seamless integration between computer-aided design (CAD) and finite element method (FEM), which possesses higher accuracy than the standard FEM. The \( h \)-refinement, \( p \)-refinement and even \( k \)-refinement can be easily implemented by knot insertion and/or order elevation to improve the simulation accuracy without changing the geometry, which vanish the necessity of subsequent communication with CAD system. From the analytical point of view, the hierarchical bases are preferred. Several constructions of such spaces have been proposed, the most common of which are (Truncated) Hierarchical B-Splines (THB) \cite{10}, Locally Refined (LR)-Splines \cite{11,12} and Polynomial/Rational Splines over Hierarchical T-Meshes (PHT/RHT splines) \cite{13-17}.
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A review including an efficient IGA code can be found in [18]. A computational framework was reused in [19] for IGA on a set of 3D models with similar semantic features.

The review of recent efforts that streamline the CAD-Analysis transition pipeline was provided in [20,21]. The application of IGA to time-harmonic scattering acoustic problem was presented in [22,23], which was further extended to the Helmholtz equation modeled by PHT-splines [24]. It needs to be pointed out that various alternative methods relying directly on CAD were also proposed to perform CAD-Analysis integration in [25–28]. The IGA complicates the adaptive h-refinement since the tensor product approximations are still in common use. This means that the approximation must be refined everywhere at once in the domain. Alternatives to this were proposed by [29] and [30], where the geometry and the field approximations are independent. Similar ideas were proposed earlier by Sevilla [31] and allowed to obtain exact boundary representation as in IGA, but without requiring the interior discretization to be tied to the geometry representation, thus offering more flexibility.

The IGA was proposed to perform finite element analysis directly from CAD data for 3D domains. Several methods were later developed to alleviate the difficulties faced by IGA in its original version, in particular the lack of an automatic parameterization to build the approximation within the domain, for example the method of geometry-independent field approximation [30], and variational harmonic methods [32–34]. The analysis-aware parameterization methods was devised for single [35] and multi-domain geometries [36]. Stability issues associated with parameterization was discussed in [37]. Collocation methods/meshfree approximations were constructed within the domain whilst preserving geometry exactness in [38]. An interior parameterization in planar domains with high genus and more complex boundary curves were considered in [39].

Isogeometric boundary element method was proposed in [40,41], and later generalized to 3D T-spline geometries in [42], which is allowing stress analysis directly from CAD without any mesh generation or regeneration [43], and also can be used to perform damage tolerance assessment of complex structures directly from CAD [44,45]. Besides those, such method was extended to deal with the problems in elasticity based on the approximation to the geometry, traction and displacement field independently [46], and was also used for 2D and 3D shape optimization in [47,48].

On the other hand, surface PDEs have been attained extensive attentions in a variety of subjects, such as structural mechanics, biology, fluid dynamics, and image processing, etc. [49–57]. A comprehensive review about this topic can be founded in [62]. Although the FEMs were developed to solve such kind of problems (see, for instance, [58–61]), which cannot possess the ability to represent the geometry exactly [2]. To overcome this deficiency, the NURBS-based IGA was proposed to solve the high-order surface PDEs in [62]. In this article, we will further study the subdivision-based IGA, and use this method to solve surface PDEs.

The subdivision is a powerful technique in surface modeling, which plays a key role in computer graphics and numerical analysis. A class of piecewise-smooth surface representations based on subdivision was studied to reconstruct smooth surface from scattered data [63]. Cirak et al. proposed a method based on subdivision surfaces for thin-shell finite element analysis (FEA) [64], and further proposed an integrated FEA and engineering design approach for thin-shell structures using subdivision surfaces as well [65]. The limit representation of Loop subdivision for triangular meshes was combined with the diffusion model to arrive at a discretized version of the diffusion problem [66]. Mixed finite element methods based on subdivision technology were used to construct high-order smooth surfaces with specified boundary conditions [67]. Truncated hierarchical Catmull-Clark subdivision was developed recently to support local refinement and generalize truncated hierarchical B-splines to arbitrary topology [68]. A generalization of the surface subdivision scheme to volume meshes was described in [69], a multi-linear cell averaging subdivision for hexahedral volume meshes was proposed in [70] and a volumetric subdivision scheme for interpolating arbitrary hexahedral meshes was presented in [71].

One of the major difficulties encountered by IGA is that the interior parameterization requires to be constructed directly by the CAD data, since which only provides boundary information. It would be time-consuming and complicated if one deals with the complex surfaces with NURBS or B-spline, in which the patches have to be seamlessly sewed together. However, the subdivision technology can manipulate the entire shape without considering the restriction on the topological structure. Hence the latter not only can be easily used to treat the complex geometries but also preserve the features around boundaries by simple extensions, such as concave corners, convex corners, sharp creases and smooth creases etc. Therefore, the methodology of the subdivision-based IGA can be seen as an alternative of modeling paradigms in CAD systems, which supplements the existing IGA framework, and can be also implemented in computer-aided engineering.

As a compatible technique of NURBS, subdivision surfaces are capable of the refinability of B-spline techniques. There recently have been a few works on the application of the subdivision-based IGA approach. Volumetric IGA based on Catmull-Clark solids was investigated in [72]. For complex physical domain, Powell-Sabin splines were used as IGA tools for advection-diffusion-reaction problems [73]. The bivariate splines in the rational Bernstein-Bézier form over the triangulation were applied in [74]. A reproducing kernel triangular B-spline-based FEM was proposed to solve PDEs [75]. Collocated isogeometric boundary element methods and unstructured analysis-suitable T-spline surfaces were coupled for linear elastostatic problems in [76]. A new generalized surface and IGA elements having the vertices of the irregular quad mesh through complementing bicubic splines and biquartic splines near irregularities in the mesh layout was presented in [77]. A framework for geometric design and IGA on unstructured quadrilateral meshes was proposed in [78]. A new type of Hermite bases for bicubic spline defined over a rectangular mesh with arbitrary topology was investigated in the framework of IGA [79]. The second–order PDEs on surfaces with IGA was considered in [80]. The recent work in [81] discussed a nonlinear PDE (the minimal surface in function form) which is a second-order equation defined on the planar domains. In that paper, we
considered the discretization fashion of IGA based on the extended Catmull-Clark subdivision approach, and also presented the detailed convergence study.

Contributions The main contribution is an alternative numerical method, namely, the isogeometric analysis based on extended Loop subdivision approach (IGA-Loop), for solving the PDEs on subdivision surfaces. The finite elements consisting of quartic box-splines corresponding to each subdivided control mesh are utilized to represent the geometry of interest, and construct the solution space for dependent variables as well. The subdivision process is equivalent to the $h$-refinement of NURBS-based isogeometric analysis. The basis functions induced by the extended Loop subdivision possess the ability to represent the geometry exactly which is consistent with the concept of isogeometric analysis. The performance of the proposed method is evaluated by solving various surface PDEs, such as surface Laplace-Beltrami harmonic/biharmonic/triharmonic equations, which are defined on various limit surfaces of the extended Loop subdivision for different initial control meshes. Numerical experiments demonstrate that the proposed method has desirable performance in terms of the accuracy, convergence and computational cost for solving the above classical surface PDEs defined on both open and closed surfaces. The proposed approach is proved to be second-order accuracy in the sense of $L^2$-norm by theoretical and numerical results for the surface Laplace-Beltrami harmonic equation, which is outperformed over the standard linear finite element by several numerical comparisons. Furthermore, the $L^2$-norm error with the second-order convergence rate can be observed for the surface Laplace-Beltrami biharmonic/triharmonic equations.

Outline The required mathematical preliminaries are introduced in Section 2. The isogeometric analysis based on the extended Loop subdivision is investigated in Section 3. We apply the proposed method to solve second/fourth/sixth-order surface PDEs in Section 4. The Section 5 presents several numerical experiments with comparison to the linear finite element method. Finally, the Section 6 concludes the paper.

2. Mathematical preliminaries

Here we introduce some mathematical preliminaries which are requisite for treating the PDEs on surface.

2.1. Surface parameterization

Let $S = \{\mathbf{x}(u, v) \in \mathbb{R}^3 : [u, v]^T \in \Omega \subset \mathbb{R}^2\}$ be a piece of regular smooth parametric surface. The tangent plane and unit normal vector at $\mathbf{x}$ of $S$ are defined as

$$T_{\mathbf{x}}S = \text{span}\{\mathbf{x}_u, \mathbf{x}_v\} \quad \text{and} \quad \mathbf{n} = \frac{\mathbf{x}_u \times \mathbf{x}_v}{\|\mathbf{x}_u \times \mathbf{x}_v\|},$$

respectively, where $\mathbf{x}_u$ and $\mathbf{x}_v$ are the coordinate tangent vectors. The first fundamental form of $S$ is

$$I = \langle \mathbf{d}x, \mathbf{d}x \rangle = g_{11}\mathbf{d}u\mathbf{d}v + 2g_{12}\mathbf{d}u\mathbf{d}v + g_{22}\mathbf{d}v\mathbf{d}v,$$

where the coefficients $g_{\alpha\beta} = \langle \mathbf{x}_{u\alpha}, \mathbf{x}_{u\beta} \rangle$, $\alpha, \beta = 1, 2$ with $\langle u^1, u^2 \rangle = \langle u, v \rangle$. The second fundamental form of $S$ is

$$II = -\langle \mathbf{d}x, \mathbf{d}n \rangle = b_{11}\mathbf{d}u\mathbf{d}u + 2b_{12}\mathbf{d}u\mathbf{d}v + b_{22}\mathbf{d}v\mathbf{d}v$$

with the coefficients $b_{\alpha\beta} = \langle \mathbf{x}_{u\alpha}, \mathbf{n}_{u\beta} \rangle = -\langle \mathbf{x}_{u\alpha}, \mathbf{n}_{u\beta} \rangle$. Set

$$g = \det[g_{\alpha\beta}], \quad [g^{\alpha\beta}] = [g_{\alpha\beta}]^{-1} \quad \text{and} \quad b = \det[b_{\alpha\beta}].$$

Area The positive value

$$\int_S \mathbf{d}A = \iint_{\Omega} |\mathbf{x}_u \times \mathbf{x}_v| \mathbf{d}u\mathbf{d}v$$

(2.1)

called the area of surface $S$.

Mean curvature First we introduce Weingarten transformation $\mathcal{W} : T_{\mathbf{x}}S \rightarrow T_{\mathbf{x}}S$ which is a linear mapping, and satisfies

$$\mathcal{W}(\mathbf{x}_u) = -\mathbf{n}_u \quad \text{and} \quad \mathcal{W}(\mathbf{x}_v) = -\mathbf{n}_v.$$

The linear mapping can be represented by a $2 \times 2$ matrix $S = [b_{\alpha\beta}][g^{\alpha\beta}]$. The eigenvalues $k_1$ and $k_2$ of $S$ are the principal curvatures of $S$. Their arithmetic average is the mean curvature

$$H := \frac{k_1 + k_2}{2} = \frac{\text{tr}(S)}{2} = \frac{b_{11}g_{22} - 2b_{12}g_{12} + b_{22}g_{11}}{2g}.$$
2.2. Surface differential operators

Let \( C^1(S) \) denote the set of function \( f : S \to \mathbb{R} \) with continuous derivatives at any \( x \in S \). Analogously, we can define the sets \( C^2(S), C^3(S), \ldots \) For the sufficiently differentiable \( f(x) = f(x(u, v)) \) defined on surface \( S \), we denote

\[
\begin{align*}
    f_u &= \frac{\partial f(x(u, v))}{\partial u} \\
    f_v &= \frac{\partial f(x(u, v))}{\partial v}
\end{align*}
\]

For simplicity, we set \( f_1 := f_u, f_2 := f_v, f_{11} := f_{uu}, f_{12} := f_{uv} \) and \( f_{22} := f_{vv} \).

Tangential gradient operator Let \( f \in C^1(S) \), then the tangential gradient operator \( \nabla_S \) acting on \( f \) at \( x \in S \) is defined as

\[
\nabla_S f(x) = [x_u, x_v][g^{\alpha\beta}][f_u, f_v]^T \in \mathbb{R}^3.
\]

By the definition of \( g^{\alpha\beta} \), we have

\[
\nabla_S f(x) = [f_u, f_v]^T = [x_u, x_v]^T \nabla_S f.
\]

Obviously, \( \nabla_S f \in T_xS \) and hence \( \langle \nabla_S f(x), n \rangle = 0 \).

Divergence operator Let \( v \) be a \( C^1 \) smooth vector field on surface \( S \). Then the divergence operator \( \text{div}_S \) acting on \( v \) is defined as

\[
\text{div}_S(v) = \frac{1}{\sqrt{g}} \left[ \frac{\partial}{\partial u}, \frac{\partial}{\partial v} \right] \left[ \sqrt{g} g^{\alpha\beta} [x_u, x_v]^T v \right].
\]

Laplace-Beltrami Operator Let \( f \in C^2(S) \), then \( \nabla_S f \) is a smooth vector field on surface \( S \). The Laplace-Beltrami operator (LBO) \( \Delta_S \) acting on \( f \) is defined as

\[
\Delta_S f = \text{div}_S(\nabla_S f).
\]

With the definitions of \( \Delta_S \) and \( \text{div}_S \), we derive

\[
\Delta_S f = \frac{1}{g} (g_{22} f_{11} + g_{11} f_{22} - 2g_{12} f_{12}).
\]

2.3. Global properties of surface

Here we introduce the concept of the global surface, and derive some global properties, for example Green formula. There will be quite useful for the numerical analysis of surface PDEs.

**Definition 2.1.** The \( S = \bigcup_{\alpha \in \Lambda} S_\alpha \) is called a global orientable surface in \( \mathbb{R}^3 \) if it satisfies:

1. Each \( S_\alpha = \{x_\alpha(u, v) \in \mathbb{R}^3 : \{u, v\} \in \Omega_\alpha \subset \mathbb{R}^2 \} \) is a regular surface in \( \mathbb{R}^3 \).
2. For any \( \alpha, \beta \in \Lambda \), if \( S_\alpha \cap S_\beta \neq \emptyset \), \( S_\alpha \cap S_\beta \) is still a piece of surface and the composite mapping

\[
  x_\beta^{-1} \circ x_\alpha : \Omega_{\alpha\beta} = x_\alpha^{-1}(\Omega_\alpha \cap \Omega_\beta) \subset \Omega_\alpha \longrightarrow \Omega_{\beta\alpha} = x_\beta^{-1}(\Omega_\alpha \cap \Omega_\beta) \subset \Omega_\beta
\]

is differentiable.
3. For every \( S_\alpha \), there is an orientation \( n_\alpha \). Moreover \( n_\alpha = n_\beta \) for \( x \in S_\alpha \cap S_\beta \).

**Theorem 2.1.** (Green formula for LBO). Let \( S \) be an orientable surface, and \( \Omega \) be a subregion of \( S \) with a piecewise smooth boundary \( \partial \Omega \). Let \( n \) be the outward unit normal along the boundary \( \partial \Omega \). Then for a given smooth vector field \( v \in C^1(\Omega) \), we have

\[
\int_{\Omega} \langle v, \nabla f \rangle + f \text{div}_S(v) d\Omega = \int_{\partial \Omega} f \langle v, n \rangle ds.
\]

(2.4)
2.4. Sobolev spaces on surface

The FEM is applied to solve PDEs on surface, therefore the theory of Sobolev spaces on surface is requisite. Assume that $S$ is a sufficiently smooth surface. For a given constant $k$ and a function $f \in C^\infty(S)$, denote $\nabla^k f$ the $k$-th order covariant derivative of function $f$, with the convention $\nabla^0 f = f$.  Let

$$C_k(S) = \left\{ f \in C^\infty(S) : \int_S |\nabla^j f|^2 \, dA \leq \infty \text{ for } j = 0, \ldots, k \right\}.$$ 

We have the following definition of Sobolev space $H^k(S)$.

**Definition 2.2.** Let $S$ be a compact surface with at least $k$-th order smoothness. Sobolev space $H^k(S)$ is the completion of $C_k(S)$ in the sense of norm

$$\|f\|_{H^k(S)} := \left( \sum_{j=0}^{k} \int_S |\nabla^j f|^2 \, dA \right)^{1/2}.$$  (2.5)

For the compact surface $S$, we have

$$C_k(S) = C^\infty(S) \subset C^k(S) \subset H^k(S).$$

3. Isogeometric analysis based on extended Loop subdivision

Isogeometric analysis is a recently developed computational approach that the solution space for dependent variables is represented in terms of the same functions which represent the geometry. The isogeometric procedures can be developed based on NURBS, A-patches or subdivision surfaces [2]. In this work, we investigate isogeometric analysis for surface PDEs based on the subdivision surfaces.

A subdivision surface is a method of representing a smooth surface, which can be generated through a progressively iterative subdivision process starting from an initial control mesh by a prescribed subdivision scheme. The subdivision schemes used to generate smooth surfaces can be separated into two categories: interpolatory and approximatory. In the first category, the vertex positions of the initial mesh are fixed, and only the positions of new added vertices need to be computed in each subdivision step (see [82,83]). However, for the second category, both the old and new vertex positions are required to update during each refinement (see [84,85]). In general, the surfaces generated by approximating schemes have better quality than those generated by interpolating ones. In this article, the extended Loop subdivision is considered, which falls into the second category.

3.1. Extended Loop subdivision scheme

Let $\Omega^k_n$ be the input closed triangular mesh, which denotes the initial control mesh of the conventional Loop subdivision. In each refinement step, each triangle is subdivided into four sub-triangles in which all the new vertices are generated by the weighted average of the old vertices, and all the old vertex positions on the refined mesh $\Omega^{k+1}_n$ are computed by the weighted average of the vertex positions on the mesh $\Omega^k_n$. Let $p^k_i$ be a vertex with one-ring neighbors $p^k_j$ ($j = 1, \ldots, n$) on $\Omega^k_n$, where $n$ is the valence of $p^k_i$. The positions of the new generated vertices $p^{k+1}_i$ on $\Omega^{k+1}_n$ corresponding to the edges of the previous mesh are computed by

$$p^{k+1}_i = \frac{1}{8} (3p^k_i + 3p^k_j + p^{k}_{i-1} + p^{k}_{i+1}), \quad i = 1, \ldots, n,$$  (3.1)

where the subscript index $i$ is regarded as modulo $n$. The old vertex gets new position according to the rule

$$p^{k+1}_0 = (1 - n\omega) p^k_0 + \omega \sum_{j=1}^{n} p^k_j,$$  (3.2)

where

$$\omega = \frac{1}{n} \left[ \frac{5}{8} - \left( \frac{3}{8} + \frac{1}{4} \cos \frac{2\pi}{n} \right)^2 \right]$$  (3.3)

proposed by Loop in [85] is named as Loop’s weight [87].
The conventional Loop subdivision scheme is suitable only for subdividing closed triangular control meshes without boundaries. Actually, for a lot of geometric modeling problems, the surfaces are usually constructed in a piecewise manner with fixed boundaries. In such a case, Loop subdivision scheme cannot be implemented near the boundaries of the control mesh. To overcome this deficiency, the extended Loop subdivision scheme was proposed by Biermann et al. in [86], which can treat triangular control meshes with boundaries. Note that the subdivision rule for boundaries is the same as that of cubic B-spline, and the control vertices on boundaries are treated as the control vertices of cubic B-spline curves with spaced knots. For more clarity, the extended Loop subdivision scheme is described as follows.

3.1.1. Vertex refinement

The vertices can be separated into three types: corner vertex, boundary vertex and interior vertex. For different type of vertex, the refined strategy is given as (see Fig. 1):

1. Corner vertex: The corner vertices are to be interpolated, meaning which are fixed.
2. Boundary vertex: Let \( \mathbf{x}_i \) be a boundary vertex, and let \( \mathbf{x}_i \) and \( \mathbf{x}_r \) be its two neighbor vertices on the boundary, then \( \mathbf{x}_i \) is updated by \( \frac{1}{3} \mathbf{x}_i + \frac{1}{3} \mathbf{x}_r + \frac{1}{3} \mathbf{x}_r \).
3. Interior vertex: Use the conventional Loop scheme as (3.2) and (3.3).

3.1.2. Edge refinement

Overall, the edges can be divided into boundary edge, sub-boundary edge and interior edge. The boundary edges lie on the boundaries, which are the features of control mesh in general. The sub-boundary edges are not boundary edges but adjacent to the boundary vertices. The rest is the interior edges. For the different type of edges, the refinement is performed as (see Fig. 2):

1. Boundary edge: Let \( \{\mathbf{x}_i, \mathbf{x}_r\} \) be a boundary edge. The newly added vertex on this edge is the average of \( \mathbf{x}_i \) and \( \mathbf{x}_r \), i.e., \( \frac{1}{2}(\mathbf{x}_i + \mathbf{x}_r) \).
2. Sub-boundary edge: Let \( \{\mathbf{x}_i, \mathbf{x}_r\} \) be a sub-boundary edge with \( \mathbf{x}_i \) being a boundary vertex, \( \mathbf{x}_i \) and \( \mathbf{x}_r \) being the two wing neighbor vertices of \( \{\mathbf{x}_i, \mathbf{x}_r\} \), then the newly added vertex on this edge is defined as \( (\frac{3}{4} - \gamma)\mathbf{x}_i + \gamma \mathbf{x}_r + \frac{1}{8} \mathbf{x}_i + \frac{1}{8} \mathbf{x}_r \), where \( \gamma = \frac{1}{2} - \frac{1}{3} \cos \theta_k \) with \( \theta_k = \frac{\pi}{k} \) for a boundary vertex, \( \theta_k = \frac{\pi - \theta_k}{k} \) for a convex corner vertex, and \( \theta_k = \frac{2\pi - \theta_k}{k} \) for a concave corner vertex.
3. Interior edge: Use the conventional Loop scheme as (3.1).

3.2. Limit form of the extended Loop subdivision

The explicit formula for the limit position of each vertex can be derived, which is stated as the following lemma.

**Lemma 3.1 ([85])** Let \( p_0^i \) be a control vertex of valence \( n \) on the mesh \( \Omega^0_n \), and \( p_0^j \), \( i = 1, \ldots, n \), be its one-ring neighbor control vertices. The vertices sequence \( \{p_0^j\} \) converges to a unique point

\[
p_0^\infty = (1 - nl) p_0^0 + l \sum_{j=1}^{n} p_0^j, \quad l = \frac{1}{n + 3/(8\omega)},
\]

as the subdivision step \( k \to \infty \), where the \( \omega \) is defined by (3.3).

The limit surface of the extended Loop subdivision is \( C^2 \) everywhere except at the irregular vertices (i.e., having valence other than six) where is \( C^1 \) (see [88]). By Lemma (3.1), we can evaluate the position of the limit surface at any finite...
subdivision level and at any vertex by weighted averaging the vertex and its neighbors. However, it is not feasible to compute any point on the limit surface. Fortunately, there exists the explicit formula for the regular Loop subdivision surface patch. If all vertices of the triangle have valence six and none of its two-ring neighbor vertices is a boundary vertex, the resulting surface patch is called regular. The regular patch can be exactly described by a quartic box-spline, more precisely, which is formulated by the linear combination of 12 basis functions:

$$p(v, w) = \sum_{i=1}^{12} B_i(v, w) p_i^k,$$  \hspace{1cm} (3.5)

where \((1 - v - w, v, w)\) are the barycentric coordinates of the shaded unit reference triangle and \(p_i^k\) are the indexed vertices of the control mesh in Fig. 3. The analytic expressions of the basis functions \(B_i\) are given as those in [91]. Each triangle of the control mesh can be regarded as a parametric domain, which corresponds to one triangular patch of the limit surface.

If a triangle is irregular, i.e., at least one of its vertices has valence other than six or one of its two-ring neighbor vertices is a boundary vertex, the resulting surface patch cannot be represented by a quartic box-spline. For evaluating irregular patches, we use the fast scheme proposed by Stam in [91], in which the mesh needs to be subdivided repeatedly until the parameter values of interest are interior to a regular patch (see Fig. 4). Hence, the basis functions given in (3.5) can be used to represent the geometry exactly.
3.3. Finite element space for IGA-Loop

Let $S$ be a considered smooth surface, which is generated by the limit of extended Loop subdivision scheme. And we denote $\Omega_h^k$ the $k$-th refined control mesh of the discretized representation $S_h$, where $p_i^k$ denotes its $i$-th control vertex and $h$ is the length of maximal edge. Each control vertex $p_i^k$ on $\Omega_h^k$ can be evaluated recursively, which is described in Section 3.1. Each triangle patch of $\Omega_h^k$ can be locally represented by a linear combination of explicit box-spline tiles as (3.5). The boundaries of $S_h$ are represented as the cubic B-spline curves which are preserved as the subdivision proceeds. The subdivision step is equivalent to the $h$-refinement of the NURBS-based isogeometric analysis.

Let us define the basis functions of the finite element space for IGA-Loop. For each control vertex $p_i^k$ on the control mesh $\Omega_h^k$ of the surface $S_h$, including boundary control vertices, we associate it with a basis function $\phi_i$, where $\phi_i$ is defined as the limit of extended Loop subdivision scheme applying to the zero control values everywhere except at $p_i^k$ where it is one. Note that the basis functions have a compact support within two-ring neighbors. The mesh $\Omega_h^k$, formulated as piecewise patches, is served as the parametric domain of the basis functions. Actually the set of quartic box-splines corresponding to each subdivided computable control patch are utilized to represent the geometry of interest and the solution space for dependent variables.

The control mesh $\Omega_h^k$, as a piecewise linear surface, is served as the definition domain of the basis function $\phi_i$. The mapping from $\Omega_h^k$ to $\phi_i$ is defined by a dual subdivision process. More precisely, when the extended Loop subdivision scheme is applied to the control function values recursively, the linear subdivision scheme (each triangle is partitioned into four equal-sized sub-triangles) is applied to the control mesh correspondingly. The limit of the former is $\phi_i$ and that of the latter is $\Omega_h^k$ itself.

The basis functions share some properties with the well-known B-spline basis. These properties are important in the proposed method. Now let us describe them as follows.

1. **Positivity.** The weights of the extended Loop subdivision rules are positive. Hence the basis function $\phi_i$ is nonnegative everywhere and positive around $p_i^k$.
2. **Locality.** It is known that the limit value at a control vertex is a linear combination of the one-ring neighbor values.
   Hence, the limit value is zero at a control vertex if the control values on the one-ring neighbor control vertices are zero.
   Therefore, the support of the basis function is within the two-ring neighborhood.
3. **Partition of unity.** Since all the subdivision rules have the properties that the weights are summed to one. Therefore, if we choose all the control values as one. The control values after one subdivision step are still one. This implies that $\sum \phi_i = 1$. This property is called partition of unity.
4. **Interpolatory properties at the boundary.** The extended Loop subdivision rules on the boundary do not involve the interior control vertices. Hence the basis functions for the interior control vertices are zero at the boundary.
5. **Tangential property.** Let $p_i^k$ be a control vertex, with none of its one-ring neighbor control vertices are boundary control vertices. Then $\nabla_h \phi_i$ vanishes on the boundary. This fact can be observed by considering the eigen-decomposition of the control vertices. Let $x^k \in \mathbb{R}^{(n+1) \times 3}$ be a vector consisting of one-ring neighbor control vertices of $p_i^k$ at the subdivision level $k$, $S \in \mathbb{R}^{(n+1) \times (n+1)}$ be the local subdivision matrix that converts $x^k$ to $x^{k+1}$, i.e.,

$$x^{k+1} = Sx^k = S^k x^1, \quad k = 1, 2, \ldots.$$ 

Here $n$ stands for the valence of $p_i^k$. Suppose $x^1$ is decomposed into

$$x^1 = e_0 a_0^T + e_1 a_1^T + e_2 a_2^T + \ldots + e_n a_n^T, \quad a_j \in \mathbb{R}^3.$$ 

\[Fig. 4. (a) Subdividing an irregular patch once generates three sub-patches and enough control vertices for evaluating three shaded sub-patches. Here the vertex labeled ‘1’ is extraordinary of valence 5. (b) The parameter domain is partitioned into an infinite set of triangular patches.\]
where \( \mathbf{e}_0, \mathbf{e}_1, \ldots, \mathbf{e}_n \) are the eigenvectors of \( S \). Here we assume that these eigenvectors are arranged in the order of non-increasing eigenvalues \( \lambda_j \). Then

\[
x^{k+1} = \lambda_0^k \mathbf{e}_0 a_0^T + \lambda_1^k \mathbf{e}_1 a_1^T + \ldots + \lambda_n^k \mathbf{e}_n a_n^T,
\]

where \( \lambda_0 = 1, \lambda_1 = \lambda_2 < 1 \). It is well-known that the limit position at the center is \( a_0 \). The tangent direction at this vertex are \( a_1 \) and \( a_2 \), and \( a_j \) is given by \( \mathbf{a}_j = \mathbf{e}_j x \), and \( \mathbf{e}_j \) are the left eigenvectors of \( S \) with normalized condition \( \mathbf{e}_j^T \mathbf{e}_j = 1 \). The analysis above is valid for control function values. The fact that \( \nabla_S \phi_i \) vanishes on the boundary implies that the tangent vector of the subdivision surface on the boundary determined by the boundary and sub-boundary control vertices. This is similar to Bézier and B-spline surfaces.

(6) **Linear independency.** The functions \( \phi_i, i = 0, \ldots, m \), are defined by the extended Loop subdivision scheme. This fact can be derived from the unique solvability of the following interpolation problem:

**Lemma 3.2** ([89]). Let \( p_i^\infty \) be the limit position of the control vertex \( p_i \) with its 1-ring neighbor vertices \( p_j \), \( j = 1, 2, \ldots, n_i \), \( u(p_i^\infty) \) be the \( i \)-th interpolation function value, and \( u(p_i^k) \) be the \( i \)-th control function value, where \( i = 1, \ldots, m \). The system

\[
(1 - n_i l_i) u(p_i^k) + l_i \sum_{j=1}^{n_i} u(p_j^k) = u(p_i^\infty), \quad i = 1, \ldots, m,
\]

is always solvable uniquely. Here the \( l_i \) is defined as (3.4).

(7) **Interpolant error.** With the basis of Lemma 3.2, we derive the following interpolant error estimation:

**Lemma 3.3** ([90]). Assume that \( C_h^k \) is the \( k \)-th refined control mesh for the smooth surface \( S \) generated by the extended Loop subdivision, where \( h \) stands for the length of the maximal edge. For \( u \in H^2(S) \), there exists an interpolation function \( u_I \in H^2(S_h) \) such that

\[
\| u - u_I \|_{H^l(S)} \leq ch^{2-l} \| u \|_{H^2(S)}, \quad l = 0, 1.
\]

(3.6)

4. Applications to surface PDEs

The smoothness energies are extensively used as objective functionals for the optimization problems in geometric modeling and processing, which can be applied to polish the data on surfaces, for instance, scattered data interpolation, denoising, character animation, and so forth. Furthermore, the Laplacian smoothness energies act on surfaces exhibit distortions around the boundary due to the low-order boundary conditions, and even account for the intrinsic curvature inaccuracy, which lead to the irregular behavior away from the boundary. In contrast, the Higher-order energies (e.g., Hessian energy etc.) are relevant as smoothness energies in computer graphics applications. The minimizers of interest are the solutions to Laplace-Beltrami biharmonic or triharmonic operator equations, which account for the intrinsic curvature of surfaces, resulting in regular behavior around the boundary.

As a result, it is significant that we employ the proposed IGA-Loop strategy to solve the Laplace-Beltrami harmonic, biharmonic and triharmonic problems on various surfaces. The numerical examples provided in Section 5 are considered both on open and closed surfaces, more concretely, which are the Laplace-Beltrami harmonic problem on a quarter of cylinder and one-eighth of sphere, the Laplace-Beltrami biharmonic problem on a cylinder, and the Laplace-Beltrami triharmonic problem on a unit sphere. The numerical error will be analyzed, which shows the consistent convergence rate with (4.11). For comparison, we also consider the approximations of such three problems by standard linear element discretization. Hence we adopt the mixed formulations of the high-order Laplace-Beltrami biharmonic and triharmonic problems.

4.1. Surface PDEs

**Laplace-Beltrami harmonic problem** The Laplace-Beltrami harmonic equation with zero boundary condition can be written as

\[
\begin{aligned}
-\Delta_S u &= f, \quad \text{in } S, \\
u &= 0, \quad \text{on } \partial S,
\end{aligned}
\]

(4.1)

where the boundary \( \partial S \) of surface \( S \) is Lipschitz continuous. Here \( f : S \to \mathbb{R} \) is a given sufficiently regular function, and \( \Delta_S \) is the Laplace-Beltrami operator. The weak form of (4.1) is given as follows:

\[
\begin{aligned}
\text{Find } u \in H^1_0(S) \text{ such that} \\
\int_S \nabla_S u \cdot \nabla_S \varphi \, dA &= \int_S f \varphi \, dA, \quad \forall \varphi \in H^1_0(S).
\end{aligned}
\]

(4.2)
Laplace-Beltrami biharmonic problem The Laplace-Beltrami biharmonic equation with homogeneous boundary conditions reads as

\[
\begin{align*}
\Delta_S^2 u &= f, & \text{in } S, \\
u &= \frac{\partial u}{\partial n} = 0, & \text{on } \partial S, \
\end{align*}
\]

(4.3)

where \(n\) is the outward directed unit vector normal to the boundary \(\partial S\). Let \(\Delta_S u = -v\), then the mixed weak formulation of (4.3) reads as

\[
\begin{align*}
\int_S \nabla_S u \cdot \nabla_S \varphi \, dA - \int_S v \varphi \, dA &= 0, & \forall \varphi \in H_0^1(S), \\
\int_S \nabla_S v \cdot \nabla_S \psi \, dA &= \int_S f \psi \, dA, & \forall \psi \in H^1(S),
\end{align*}
\]

(4.4)

where \(v : S \rightarrow \mathbb{R}\) are the auxiliary unknowns.

Laplace-Beltrami triharmonic problem The Laplace-Beltrami triharmonic equation with homogeneous boundary conditions is formulated as

\[
\begin{align*}
-\Delta_S^3 u &= f, & \text{in } S, \\
u &= \frac{\partial u}{\partial n} = \Delta_S u = 0, & \text{on } \partial S. 
\end{align*}
\]

(4.5)

Let \(\Delta_S u = -v\) and \(\Delta_S v = -w\), then the mixed formulation of (4.5) reads as

\[
\begin{align*}
\int_S \nabla_S u \cdot \nabla_S \varphi \, dA - \int_S v \varphi \, dA &= 0, & \forall \varphi \in H_0^1(S), \\
\int_S \nabla_S v \cdot \nabla_S \psi \, dA - \int_S w \psi \, dA &= 0, & \forall \psi \in H_0^1(S), \\
\int_S \nabla_S w \cdot \nabla_S \xi \, dA &= \int_S f \xi \, dA, & \forall \xi \in H^1(S),
\end{align*}
\]

(4.6)

where \(v, w : S \rightarrow \mathbb{R}\) are the auxiliary unknowns.

4.2. IGA-Loop discretization of surface PDEs

The finite element space defined by the limit form of the extended Loop subdivision is employed to represent the geometry and also represent the solution space for the discretization of the surface PDEs. The input triangular mesh serves as the initial control mesh of the extended Loop subdivision. Such function is \(C^2\)-continuous everywhere except at the extraordinary vertices with \(C^1\)-continuity. Using globally \(C^1\)-continuous basis functions induced by the extended Loop subdivision yields our IGA finite dimensional space that is the subspace of the Sobolev space \(H^2(S)\). For each control vertex \(x_i\) of the limit surface \(S\), we associate it with a basis function \(\phi_i\), where \(\phi_i\) is defined by the limit of the extended Loop subdivision for the zero control values everywhere except at \(x_i\), where it is one. Hence the support of \(\phi_i\) is a piecewise function, and covers the two-ring neighborhood of the vertex \(x_i\).

The function can be locally parameterized on the unit triangle defined by \(T = \{(\xi, \eta) \in \mathbb{R}^2 : \xi \geq 0, \eta \geq 0, \xi + \eta \leq 1\}\) where \((1 - \xi - \eta, \xi, \eta)\) are the barycentric coordinates of the unit triangle. Using this parameterization, the discretized representation of the surface domain is \(S_h = \bigcup_{i=1}^{m} T_i\). \(T_i \cap T_j = \emptyset\) for \(i \neq j\), where \(T_i\) is the interior of triangular patch \(T_i\). Each triangular patch can be parameterized locally as

\[
e_i : T \rightarrow T_i; \quad (\xi, \eta) \mapsto e_i(\xi, \eta).
\]

Denote \(e_j, j = 1, \ldots, m_i\) be the two-ring neighborhood patches around the control vertex \(x_i\). Then if \(e_j\) is regular, the explicit box-spline expression as in (3.5) exists for \(\phi_i\) on \(e_j\). If \(e_j\) is irregular, local subdivision, as described in Section 3.2, is needed around \(e_j\) until the parameter values of interest are interior to a regular patch. The parameterization has no overlap. Each control vertex \(x_i \in S\) has its unique parameter coordinates. Using the set of the basis functions \(\{\phi_i\}\), the limit surface \(S\) of the extended Loop subdivision is expressed as
The interior of the control triangular surface patch of the surface $S$ is defined locally by only a few related basis functions, since the supports of the basis are compact. The surface boundaries are represented as the cubic B-spline curves which are preserved as the subdivision proceeds. With the parameterization, the differential operators on the surface as described in Section 2 can be computed directly, and the computation of the function integration on the surface is replaced by
\[
\int_S u \, dA := \sum_i \int_T u(e_i (\xi; \eta)) \sqrt{g} \, d\xi \, d\eta.
\]

### 4.2.1. Numerical discretization

In what follows, we discretize the weak formulations of the Laplace-Beltrami based problems. Let $x_j$, $j = 1, \ldots, n_0$ be the interior control vertices of the surface $S$, and $x_j$, $j = n_0 + 1, \ldots, n$ be its boundary control vertices. Recalling (4.2), (4.4) and (4.6), by means of the basis functions $\phi_j \in H^2(S_0)$ introduced by the limit form of the extended Loop subdivision, we have the following discrete description for the function $u^h$ to be determined

\[
u^h = \sum_{j=1}^{n_0} \phi_j u_j^h + \sum_{j=n_0+1}^{n} \phi_j u_j^h,
\]

where $u_j^h$ $(j = n_0 + 1, \ldots, n)$ is the known boundary conditions. The other two auxiliary functions $v^h$ and $w^h$ are represented as

\[
\begin{align*}
\nu^h &= \sum_{j=1}^{n_0} \phi_j v_j^h \\
\omega^h &= \sum_{j=1}^{n_0} \phi_j w_j^h.
\end{align*}
\]

For simplicity, denote

\[U_K = [u_1^h, \ldots, u_K^h]^T \in \mathbb{R}^K\]

the solution vector, and the other two auxiliary solution vectors

\[V_K = [v_1^h, \ldots, v_K^h]^T \in \mathbb{R}^K\] and \[W_K = [w_1^h, \ldots, w_K^h]^T \in \mathbb{R}^K\].

The coefficient matrices and the right-hand side terms are represented respectively as

\[M_{K \times L} = [m_{ij}]_{i,j=1}^{K,L}, \quad K_{K \times L} = [k_{ij}]_{i,j=1}^{K,L} \quad \text{and} \quad B_K = [b_i]_{i=1}^{K},\]

whose elements are

\[
m_{ij} = -\int_S \phi_i \phi_j \, dA, \quad k_{ij} = \int_S [(\nabla S \phi_i)^T \nabla S \phi_j] \, dA \quad \text{and} \quad b_i = \int_S f \phi_i \, dA.
\]

Take the test functions $\psi = \phi_i$, $i = 1, \ldots, n_0$, for the Laplace-Beltrami harmonic problem (4.2) on a quarter of cylinder and one-eighth of sphere in Test Suite 1. Considering the zero boundary condition, we obtain the linear system as

\[K_{n_0 \times n_0} U_{n_0} = B_{n_0}.\]  

Choose the two sets of the test functions $\psi = \phi_i$, $i = 1, \ldots, n_0$, and $\psi = \phi_i$, $i = 1, \ldots, n$, for the Laplace-Beltrami biharmonic problem (4.4) on a cylinder in Test Suite 2. Considering the homogeneous boundary condition, we achieve the following linear system

\[
\begin{bmatrix}
K_{n_0 \times n_0} & M_{n_0 \times n} \\
0 & K_{n \times n}
\end{bmatrix}
\begin{bmatrix}
U_{n_0} \\
V_{n}
\end{bmatrix}
= \begin{bmatrix}
0 \\
B_{n}
\end{bmatrix}.
\]

Taking the three sets of the test functions $\psi = \psi = \phi_i$, $i = 1, \ldots, n$, for the Laplace-Beltrami triharmonic problem (4.6) on a unit sphere in Test Suite 3, the linear system reads as

\[
\begin{bmatrix}
K_{n \times n} & M_{n \times n} & 0 \\
0 & K_{n \times n} & M_{n \times n} \\
0 & 0 & K_{n \times n}
\end{bmatrix}
\begin{bmatrix}
U_{n} \\
V_{n} \\
W_{n}
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
B_{n}
\end{bmatrix}.
\]
4.2.2. Precompute the basis functions

The framework of our IGA-Loop is the same standard process as the classical FEM. The related basis functions and their derivatives need to be precomputed for each control patch of $S_h$ before solving the linear systems. However, those computations are not intuitive in comparison with standard linear elements since the required two-ring neighbors around each patch have arbitrary topological structure. And additional geometric data are reflected in the subdivision schemes around boundaries. We classify the control mesh into interior patches, sub-boundary patches, and boundary patches. The patches containing boundary vertices are named as boundary patches. The patches adjacent to boundary patches are called sub-boundary patches. And all of the other patches are called interior patches.

We use the following algorithms to treat those patches. For interior patches, the Stam's algorithm is applied to this case [see (91)]. The sub-boundary patches can be subdivided into four interior sub-patches by once, then the algorithm for interior case can be used. In addition, the boundary patches can be subdivided repeatedly till their sub-patches belong to the sub-boundary case, then the above methods can be applied to evaluate them.

Note that the Stam’s fast evaluation scheme is always suitable for interior patches with only one extraordinary vertex. Therefore, it is necessary to first subdivide once each patch of the initial mesh. The evaluation of basis functions over their support elements uses general Gaussian integration, which just needs a few subdivision steps to bring Gaussian quadrature knots into a box-spline patch. The integrations for computing the matrix elements are computed by a 12-point Gaussian quadrature rule. That is, each triangle is subdivided into four sub-triangles and a 3-point Gaussian quadrature rule is employed on each of the sub-triangles. The 3-point Gaussian quadrature rule has error bound $O(h^3)$, where $h$ is the maximal edge length. We adopt the adaptive numerical method developed in our former work [90].

4.2.3. Error estimate

The interpolant error (3.7) obtained in our former work can be applied to the case of second-order surface PDEs with zero boundary condition (4.1). By means of the general analysis method of the classical finite elements, we can obtain the $H^1$-norm estimation of the exact solution $u$ and the approximate solution $u^h$ resulting from IGA-Loop, and the $H^2$-norm estimation by means of the Aubin-Nitsche duality argument. The error estimation is stated as the following theorem.

**Theorem 4.1.** Consider the Laplace-Beltrami harmonic problem defined on the limit form $S$ of the extended Loop subdivision, endowed with the zero boundary condition. Let $u \in H^2(S)$ be the exact solution of the problem, and $u^h$ be the approximate solution obtained with IGA-Loop strategy, the following error estimates hold:

$$
\|u - u^h\|_{H^l(S)} \leq c h^2 l \|u\|_{H^{l+2}(S)}, \quad l = 0, 1,
$$

where $c$ is a constant independent of $h$.

Furthermore, we also analyze the numerical errors for the cases of the fourth-order and the sixth-order surface PDEs, even defined on closed surface like the sphere, which show the consistent convergence rates.

5. Numerical experiments

In this section, we present several numerical experiments to show the performance of the proposed IGA-Loop method by solving the three surface PDEs on various surfaces. It should be indicated that the numerical computations are conducted on the limit surface generated by the extended Loop subdivision. Therefore, the integration evaluation of the Gauss-Legendre knots is performed on the triangulation of the limit surface.

We compare the proposed method (IGA-Loop) with the linear finite element method (FEM-Linear) in terms of accuracy, convergence and computational cost. That is because FEM-Linear is one of the most often used finite elements in industry, which almost has the same number of control vertices and error estimate as IGA-Loop. The following test suites seek to assess the performance of the proposed IGA-Loop against different surface PDEs.

5.1. Test suite 1: surface Laplace-Beltrami harmonic equation

Here we consider the tests for the Laplace-Beltrami harmonic equation. The first example is

$$
\begin{align*}
-\Delta_{S} u &= f, \quad \text{in } S, \\
u &= 0, \quad \text{on } \partial S, 
\end{align*}
$$

with the exact solution

$$
u = (1 - x)(1 - y)\sin(\pi z)$$
on a quarter of the cylinder $S_1 = \{(x, y, z) : x^2 + y^2 = 1 & x > 0 & y > 0 & 0 \leq z \leq 2\}$ with calculated $f$.

We solve the above problem based on three different control meshes from coarse to refined, as shown in the top row of Fig. 5. The total numbers of vertices/patches are 221/384, 825/1536, and 3185/6144 respectively. They have the same limit
Consider the second example as the same Laplace-Beltrami harmonic equation as the first one, but with different exact solution

\[ u = xyz \]

on a one-eighth of the sphere \( S_2 = \{(x, y, z) : x^2 + y^2 + z^2 = 1 \land x \geq 0 \land y \geq 0 \land z \geq 0\} \) for suitable \( f \).

As before, we compute the above surface PDE based on three different control meshes from coarse to refined, as shown in the top row of Fig. 7, which has the same limit surface \( S_2 \). The total numbers of vertices/patches are 107/176, 389/704, and 1481/2816 respectively. For numerical comparison, FEM-Linear is used to solve the same problem. As shown in Fig. 7, the accuracy of IGA-Loop is higher than that of FEM-Linear by the profile of error distribution. We further compare the convergence rate of the proposed method against successive refinement. The error is gradually decreasing as the control mesh becoming finer and finer as shown in Fig. 8. The quantitative comparison of the error between the proposed method and FEM-Linear is given in Fig. 8. As we can see that IGA-Loop has higher accuracy.
Fig. 6. Surface $S_1$. Comparison of the convergence rate of the errors associated with the refinement times between FEM-Linear and the proposed IGA-Loop. Here the maximum mesh size $h$ along x-axis correspond to the examples in Fig. 5 (a), (b) and (c) respectively. The $e$ in y-axis denotes the $L^2$-norm error. The triangles in the bottom right corner describe the $H^1$-norm convergence order of the corresponding methods, the value of which is $O(h)$.

In Figs. 6 and 8, the errors $e = \|u - u^h\|_{L^2(S)}$ are computed with the $L^2$-norm of the surface operator, where both methods have the convergence rate 2. From the comparison of the approximation errors involved in FEM-Linear and IGA-Loop discretizations, for which the errors versus the number of subdivision times are plotted, we observe the former is approximately 1.5 times more than the latter. The FEM-Linear discretization requires the number of degree of freedoms more than the IGA-Loop method, which means IGA-Loop is potentially more efficient. The explanation of the phenomenon is that the approximation error is introduced by the discretization of the surface geometries using the linear finite elements, instead, exact representation of the surfaces can be achieved by means of IGA-Loop.

We performed the above two numerical tests to demonstrate the mathematical results in Theorem 4.1. For the Laplace-Beltrami biharmonic problem defined on a cylinder and the Laplace-Beltrami triharmonic problem defined on a unit sphere, the error estimate (4.11) in norm $L^2(S)$ of Theorem 4.1 holds, which will be studied in the following contents.

5.2. Test suite 2: surface Laplace-Beltrami biharmonic equation

In what follows, we solve a fourth-order example of the Laplace-Beltrami biharmonic equation as

$$
\begin{align*}
\Delta^2_S u &= f, \quad \text{in } S, \\
u &= \frac{\partial u}{\partial n} = 0, \quad \text{on } \partial S,
\end{align*}
$$

where the exact solution

$$u = \sin^2(2\theta)\sin^2(2z)$$

with $\theta = \arctan(y/x)$ on the surface $S_2 = \{ (\theta, z) : 0 \leq \theta \leq 2\pi \text{ and } 0 \leq z \leq 1 \}$ for suitable $f$.

As shown in the top row of Fig. 9, three different control meshes from coarse to refined are given. The total numbers of vertices/patches are 432/768, 1632/3072, and 6336/12288 respectively. They have the same limit surface $S_2$ as the extended Loop subdivision proceeds. We solve the Laplace-Beltrami biharmonic equation based on the proposed IGA-Loop. The computational accuracy is shown by the error distribution $u - u^h$. As shown in Fig. 9, the accuracy of IGA-Loop is higher than that of FEM-Linear.

We further compare the convergence rate of IGA-Loop against successive refinement. The error is gradually decreasing as the control mesh becoming finer and finer as shown in Fig. 10. The quantitative comparison of the error in norm $L^2(S)$ versus the number of subdivision times, obtained with IGA-Loop and FEM-Linear is given in Fig. 10. As shown that IGA-Loop has higher accuracy. In Fig. 10, the errors of norm $L^2(S)$ under three times refinement level is plotted. We observe that the convergence rate is 2 for the error in the sense of norm $L^2(S)$, which is consistent with the error estimate (4.11). As shown in Fig. 10, the approximation errors obtained by the FEM-Linear discretization is approximately 1.6 times more than that of our IGA-Loop discretization. It means that the IGA-Loop approximation only requires a smaller number of degree of freedoms than FEM-Linear to achieve the same accuracy.
5.3. Test suite 3: surface Laplace-Beltrami triharmonic equation

Furthermore, a sixth-order Laplace-Beltrami triharmonic equation is solved as following

$$-\Delta_S^3 u = f,$$

where for calculated $f$, the exact solution is

$$u = xyz$$
on the closed unit sphere $S_4$.

As shown in the top row of Fig. 11, three different control meshes from coarse to refined are provided. The total numbers of vertices/patches are 706/1408, 2818/5632, and 11266/22528, respectively. They have the same limit surface $S_4$ by the extended Loop subdivision. We solve the Laplace-Beltrami triharmonic equation based on the proposed IGA-Loop. The computational accuracy is shown by the error distribution $u - u^h$. As shown in Fig. 11, the accuracy of IGA-Loop is higher than that of FEM-Linear.

Different from the above two tests, the test model for the sixth-order problem is on a closed surface. We further observe the convergence rate of IGA-Loop against successively finer meshes of the unit sphere in Fig. 12. The approximate error (4.11) in norm $L^2(S)$ holds and the same convergence rate 2 is obtained. Furthermore, we can observe the approximation error obtained with the FEM-Linear discretization is approximately 1.8 times more than that of the IGA-Loop discretization. Therefore, IGA-Loop obtains the same level of accuracy more efficiently than FEM-Linear.
Fig. 8. Surface $S_2$. Comparison of the convergence rate of the errors associated with the refinement times between FEM-Linear and the proposed IGA-Loop. Here the maximum mesh size $h$ alone x-axis correspond to the examples in Fig. 7 (a), (b) and (c) respectively. The $e$ in y-axis is the $L^2$-norm error. The triangles in the bottom right corner describe the $H^0$-norm convergence order of the corresponding methods, the value of which is $O(h^5)$.

Fig. 9. Surface $S_3$. (a), (b) and (c) are three control meshes where one time refinement is implemented from (a) to (b), and (b) to (c). The corresponding distribution of the error $u - u^h$ resulting from FEM-Linear and our IGA-Loop is respectively shown in (a$'$), (b$'$), and (c$'$) of the second row, and (a$''$), (b$''$), and (c$''$) of the third row.
5.4. Computational cost

Actually, the solver of IGA-Loop can be merged into the framework of FEM-Linear, although the support of each basis function of IGA-Loop has two-ring neighbors as described in Section 3. In this section, for the four test examples of Figs. 5, 7, 9 and 11, we list the corresponding time costs of computing the basis functions in Tables 1–2. To show that the extended Loop subdivision scheme can support the same meshes with any topological structure as the standard finite elements, the valences of the control vertices in these surfaces are in the range of 3 to 12 depicted in Figs. 5, 7, 9 and 11.

Table 1 corresponds to the examples of the Laplace-Beltrami harmonic problem, where the number of control vertices and triangular patches is shown in the first and the third columns, and the second and the fourth columns list the time cost (in seconds) of computing the basis functions and their derivatives because they can be pre-computed and saved in a data structure. One time refinement makes the number of triangular patches on the refined meshes increases four times and their sizes approximately decrease by half. The computational cost of IGA-Loop with the same control meshes is larger than FEM-Linear. One reason is that the computation of the derivatives of the linear basis functions is unnecessary, as it happens instead with IGA-Loop. The other reason is that the computation around the boundary patches of the IGA-Loop is more complex than FEM-Linear because the extended Loop subdivision scheme embodies the angle information of each patch.

The data for the examples of the Laplace-Beltrami biharmonic/triharmonic problems are listed in Table 2. Similar results to the first harmonic problem can be observed. Here we notice the data of the Laplace-Beltrami triharmonic problem which is listed in the third and the fourth columns. This example is tested with a closed sphere, and the computational cost of IGA-Loop is almost equal to FEM-Linear. To proceed, we explain this phenomenon. Firstly the computation of the basis functions around boundary patches for IGA-Loop is removed, and the rest is only the case of computing on the interior patches. Secondly, interior patches share the same set of basis functions which depend only on the valence list of their control vertices, so we can merge the patches according to their valence list, and then use Stam’s fast evaluation to treat them. Finally, as the mesh refinement proceeds, the added patches are ordinary whose valences of the three control vertices are six.

As the linear systems generated from both approaches are highly sparse, for solving which a stable iterative method is desirable. Here we use GMRES iterative solver, in which the threshold value for controlling the iteration-stopping is $6.0 \times 10^{-8}$. All of the involved methods were programmed in C++ and all of the implementations ran on a PC with Intel Q6600 2.4 GHz CPU, Linux OS and double precision arithmetic operation. As given in Tables 3–4, the computational time (in seconds) are reported for solving the linear systems to arrive at the same accuracy from the examples in test suites 1–3. Although the shown computational time of FEM-Linear is a little bit faster than that of the proposed IGA-Loop, they are both in the same magnitude. It is relevant for that the linear system generated from the former is a bit more sparse than the latter. However, the proposed IGA-Loop has much better accuracy than FEM-Linear as shown in Figs. 6, 8, 10 and 12.
Fig. 11. Surface $S_4$. (a), (b) and (c) are three control meshes where one time refinement is implemented from (a) to (b), and (b) to (c). The corresponding distribution of the error $u - u^h$ resulting from FEM-Linear and IGA-Loop is respectively shown in (a'), (b'), and (c') of the second row, and (a''), (b''), and (c'') of the third row.

Table 1
Data of test suite 1.

<table>
<thead>
<tr>
<th>vertices/patches</th>
<th>basis func.(s)</th>
<th>vertices/patches</th>
<th>basis func.(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 5</td>
<td></td>
<td>Fig. 7</td>
<td></td>
</tr>
<tr>
<td>221/384</td>
<td>0.02</td>
<td>107/176</td>
<td>0.01</td>
</tr>
<tr>
<td>825/1536</td>
<td>0.06</td>
<td>389/704</td>
<td>0.03</td>
</tr>
<tr>
<td>3185/6144</td>
<td>0.11</td>
<td>1481/2816</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 2
Data of test suite 2 and test suite 3.

<table>
<thead>
<tr>
<th>vertices/patches</th>
<th>basis func.(s)</th>
<th>vertices/patches</th>
<th>basis func.(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 9</td>
<td></td>
<td>Fig. 11</td>
<td></td>
</tr>
<tr>
<td>432/768</td>
<td>0.04</td>
<td>706/1408</td>
<td>0.02</td>
</tr>
<tr>
<td>1632/3072</td>
<td>0.11</td>
<td>2818/5632</td>
<td>0.04</td>
</tr>
<tr>
<td>6336/12288</td>
<td>0.23</td>
<td>11266/22528</td>
<td>0.08</td>
</tr>
</tbody>
</table>
Fig. 12. Surface $S_4$. Comparison of the convergence rate of the errors associated with the refinement times between FEM-Linear and the proposed IGA-Loop. Here the maximum mesh size $h$ along x-axis correspond to the examples in Fig. 11 (a), (b) and (c) respectively. The $e$ in y-axis is the $L^2$-norm error. The triangles in the bottom right corner describe the $H^2$-norm convergence order of the corresponding methods, the value of which is $O(h^2)$.

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Data of test suite 1.</th>
</tr>
</thead>
<tbody>
<tr>
<td>vertices/patches</td>
<td>solving linear sys.(s)</td>
</tr>
<tr>
<td>Fig. 5</td>
<td>FEM-Linear</td>
</tr>
<tr>
<td>221/384</td>
<td>0.51</td>
</tr>
<tr>
<td>825/1536</td>
<td>0.82</td>
</tr>
<tr>
<td>3185/6144</td>
<td>1.64</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Data of test suite 2 and test suite 3.</th>
</tr>
</thead>
<tbody>
<tr>
<td>vertices/patches</td>
<td>solving linear sys.(s)</td>
</tr>
<tr>
<td>Fig. 9</td>
<td>FEM-Linear</td>
</tr>
<tr>
<td>432/768</td>
<td>1.79</td>
</tr>
<tr>
<td>1632/3072</td>
<td>2.72</td>
</tr>
<tr>
<td>6336/12288</td>
<td>5.48</td>
</tr>
</tbody>
</table>

6. Conclusions

The isogeometric analysis for surface PDEs based on the extended Loop subdivision is presented. The set of quartic box-splines corresponding to each subdivided control mesh are utilized to represent the geometry of interest, and to construct the solution space for dependent variables as well. The finite elements induced by the extended Loop subdivision possess the ability to represent the geometry exactly, which fully agrees with the concept of isogeometric analysis.

We have evaluated the performance of the proposed IGA-Loop in dealing with the various surface PDEs, including the Laplace-Beltrami harmonic/biharmonic/triharmonic equations on different limit surfaces. As shown in the visual and quantitative results, the proposed method can yield desirable performance in terms of the accuracy, convergence and computational cost for solving the above classical surface PDEs. As demonstrated with both the theoretical and numerical results, the proposed IGA-Loop approach is proved to have second-order accuracy in the sense of $L^2$ norm of the surface. Through various comparisons, the performance of IGA-Loop is also outperformed over the standard linear finite elements. The solution of these problems will help to establish a computational framework for the geometric PDEs solved by IGA-Loop in our future work.
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