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Standard form

We aim to solve
(P) min{cTz | Az =b, z € Lhy,
D)  max{bTy| ATy+s=c, se L},

where
no._ " "p
> L‘+ =L x...x L),

LY = {a’ o= (2f,...,25,)T €R™ 12} > |lab,,, I}, i=1,...,p,

» AcR™X" ccR", beR™,

> A= (A1,...,Ap), x:= (z1;...;2P), s:= (s1;...;8P), and c:= (c;...;cP),

P
> n o= E ;.
i=1
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Regularity conditions

Assumption

A is assumed to be a full row rank matriz.

Assumption (Interior point condition)

There exists a primal-dual feasible (z;y;s) so that x,s € int(,Ci).

> As a result, the optimal set is written as the set of solutions of
Az =b, z€Lm?,
ATy+s=c¢, seLh,
ros=0,

where z 05 = (x o s';...;2P 0 sP), and

T oi
iy Gl (z*)"s :
r oS8 = i i Q0 y V’L:].,...,p.
<x1$2:ni + Slx2:ni

I
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Interior point methods

For p > 0, we solve a system of perturbed optimality conditions:

Az =b, = € int(L7),
ATy4+s =, s € int(L7),
zos = pe.

where e = (1;0) € R, and e = (e!;...;eP).
» This system has a unique solution, the so called central solution.
> As p — 0, the trajectory converges to a mazimally complementary solution.

Let P* and D* be the sets of primal and dual optimal solutions.

Definition

An optimal solution (z*;y*;s*) € P* X D* is maximally complementary if

(z*;y*;s™) €ri(P* x D¥).

I I
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Illustration of the central path
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Quadratic convergence of Newton’s method

The optimality conditions can be written as F((z;y;s)) = 0 and z,s € L7, where
Az —b
F((zy;8) = | ATy +s—c|.
zOSs

The Jacobian of F' is given by
A 0 0
VF((z;y;8):=|( 0 AT I .
L

L(x) is a block diagonal matrix:

L(z) := diag(L(z!),..., L(zP)),

L(z®) = ( j (f?%mi)T)

7 1
m2:11,; m1177'i_1

» VF is Lipschitz continuous with global constant 7 = 2.

I
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Sufficient conditions for nonsingularity
The Jacobian VF is nonsingular (Alizadeh and Goldfarb) at (z*;y*; s*) if
> (z*;y*;s*) is strictly complementary,

> (z*;y*;s*) is primal-dual nondegenerate.

Definition (Strict complementarity)
An optimal solution (z*;y*;s*) € P* x D* is strictly complementary if

z* 4+ s* € int(L7).

Let tan(x?, ILi’) be the tangent space to ]LT at xt.

Definition (Nondegeneracy)

A primal-feasible solution z is called nondegenerate if
tan(ml,]Lil) X ... X tan(mp,]Lip) + Ker(A) = R™.

A dual feasible solution (y;s) is called nondegenerate if

tan(s',L'}1) x ... x tan(s?,L}?) + R(AT) = R™.

I I
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Distance to the optimal set
Let (#;9; 8) be a primal-dual optimal solution.

The primal and dual optimal sets can be equivalently written as

z € &+ Ker(A), s €5+ R(AT),
§Tz =0, 2Ts =0,
x €L, seLh.

The distance between (z(p); y(u); s(1)) and the affine space in the above system:
» can be bounded by Hoffman error bound.
> 01 and 02 are Hoffman condition numbers for the primal and dual systems.

Lemma (Mohammad-Nezhad and Terlaky 2017)

Let (x(1);y(p); s(1)) be a central solution with

< g . 1 1 }
pw<j:=minq—,— t.
01p O2p

Then there exists (z;y;s) € P* X D*, v > 0, and k > 0 so that

lz(p) —2ll < &(pw)?s  ly(w) —yll < klpw)?,  lls(p) = sll < x(pw)”.

I
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Quadratic convergence to a strictly complementary solution

Theorem (Mohammad-Nezhad and Terlaky 2017)
Assume that there ewists 1 > 0 so that
IVF((z*;5%;s™) 71 < Ba
Let a central solution (z(); y(u); s(n)) with
@ < min {p—1(4\/§[3m)‘%, ,1}
be given.

From (x(u);y(wn); s(n)) Newton’s method is quadratically convergent to (x*;y*;s*).

> (xz(p);y(p); s(1)) needs to be in the convergence region of Newton’s method.

Quadratic convergence of Newton’s method (12 of 40)
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Failure of strict complementarity

Without the strict complementarity condition:

» VF is singular at an optimal solution;
» Newton’s method is not applicable;

» Convergence to an optimal solution is not better than linear.

We can release the dependence on the strict complementarity condition:

» We need to identify the optimal partition of the problem.

I
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Back to the complementarity condition

The complementarity condition z* o s* = 0 implies:

2 X2

T s Strictly complementary
m m

int(L}*) {0} Yes
{O} int (]LT) Yes
bd(]Li’) \ {0} bd(]L’fr’) \ {0} Yes
{0} {0} No
bd (L) \ {0} {0} No
{0} bd(]Li’) \ {0} No

» The complementarity for linear optimization reduces to only three cases.

I I
Quadratic convergence of Newton’s method (15 of 40)




Second-order cone optimization (SOCO)  Strict complementarity — Failure of strict complementarity — Extension

Optimal partition

The index set is partitioned into four subsets B, N, R, and T := (71,72, T3):

B:={i| zi > ||x§nl||, for some & € P*},

N = {i| st > ||s§m||7 for some s € D*},

Riz {i | = lfthy, || >0, 8% = Ish,, || >0, for some (z;y;5) € P* x D*},
Ti={i|2'=s"=0, forall (z;y;5) € P* x D*},

To = {i] st =0, forall (y;s) € D*, zi = ||z§n1|| >0, for some z € P*},
Ts:={i|2'=0, forallzeP*, si= ||s§n1|| >0, for some (y;s) € D*}.

» Note that B, N, R, and T are mutually disjoint.

> We call (B,N,R,T) the optimal partition.

Quadratic convergence of Newton’s method (16 of 40)
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Example (R, T2 # 0)

» The cone in pink is weakly inactive, i.e.,
the cone constraint is active with zero Lagrange multiplier.

» This is a nondegenerate optimal solution

Quadratic convergence of Newton’s method (17 of 40)
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Example (B, R # 0)

» The optimal solution is in the interior of the blue cone.

» The optimal solution is on the boundary of the pink cone.

Quadratic convergence of Newton’s method (18 of 40)




Second-order cone optimization (SOCO)  Strict complementarity — Failure of strict complementarity — Extension

Optimal partition

v

The optimal partition is invariant on ri(P* x D*).

> ot =0if i € N.

» st =0ificB.
sai=all), si=p( L), ificR, where
hz b _hz 9 b
T2:m; S2:m;
=t PRl W(ay;s) € P x DT
|Im2nz“ “32:7%’”

A solution (z*;y*;s*) is strictly complementary if and only if 7 = 0.

A solution (z*;y*;s*) is maximally complementary if

zte int(L'}), i€ B,
s* € int(L7}?), i€ N,
zi >0, i€R,
st >0, i€ R.

Quadratic convergence of Newton’s method (19 of 40)
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Identification of the optimal partition

We define the following condition numbers:

— T
op = min max {21 = llehn, I},
ON = min max {Sl - ||s’§nz||}7

ieN (y,s)eD*
o1 :=min{op,on},

= mi ax C st — ||lh,, +sh.,.
02 %%(z;y;sgg?*xp*{xl—i_sl 120, + S50, I},

{ll@sys )1}

o3 :
(z3y; S)GP* xD*

Theorem (Terlaky and Wang, 2017)

Let (z(p);y(p); s(n)) be a central solution with

2 1
< p —mln{l71 7192 l(imin{2 2})7 ﬂ}
= 2p2’ 4p2? ’ p \ 4k 2p’ 2p ’ ’

The optimal partition (B,N,R,T) can be identified from (z(u);y(p);s(p)).

I I
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Quadratic convergence to the unique optimal solution

We prove quadratic convergence to the unique optimal solution.

» We need the optimal partition (B,N,R,T) to be known.
» We need (71,72, 73) to be correctly identified.

Assumption
It is assumed that pu < i allows for a complete identification of (T1, T2, T3). J

> The optimal partition is used to reformulate the dual problem.

I
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Existence of R

Assume that the primal and dual nondegeneracy conditions hold.

Lemma (Mohammad-Nezhad and Terlaky 2017)

Let (z*;y*; s*) be the unique optimal solution. Then R = ( implies T = (.

As a consequence, if R = (), then

» The unique optimal solution can be obtained by solving two linear systems of
equations.

» The primal and dual problems are easy to solve.

In the sequel, we assume that R # 0.

I I
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Problem reduction

Assume that 77, T3 # 0.

» If we drop ¢! — AiTy € ]LT for i € 71 U T3, then we get

(D) max{bTy: ATy+s' =, s' €LY, i€ {1,...,p}\{TiUTa}},
and its dual is written as
P min{ 3 ()Tt :
i€{1,..p}\{T1UT3}

At =b, 2t €L, ie{l,....p}\{T u7'3}}.
i€{1,...pP\{T1UT3}

Let (Z;y; 5) be an optimal solution of (P’) and (D).

(z;7; ) is primal-dual nondegenerate.

Lemma (Mohammad-Nezhad and Terlaky 2017) J

I I
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Problem reduction

It follows from the optimality conditions that

()’
(@)’

||
o HI

i i€ BURUT:,
i€ NUTIUTs,

y4=z73
() =c —ATg, e NURUT:,
(s*)' =0, i€ T UTs.

Thus, if we remove the columns of 77 and T3

> we can recover the unique optimal solutions of (P) and (D).

I
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Spectral decomposition of x*
A spectral decomposition of z? gives z* := /\21 qi1 + )\qu, where

T
171 171
1. = 2.—
K '_2{*%‘]’ o 2[—’“]'

> (q},q?) is called a Jordan frame.

» g} = R;q?, where R; is a diagonal matrix of size n;:

Quadratic convergence of Newton’s method (25 of 40)
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Primal reformulation

Let v € R™ fori € BURU Ta.

The unique optimal solution Z can be obtained by solving

(PnLO) min Z (c)Tvt

1EBURUT:
s.t. Z At = b,
i€EBURUTS
TR =0, i€ RUTa,

vey,

where

V= {1/ |V >0, i€ RUTs, v/ eint(L}), i€ B}.
» (Pxpo) has a unique globally optimal solution.

Quadratic convergence of Newton’s method (26 of 40)
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Dual reformulation

Let w € R™, 2 € R™ for i € RUN.

The unique optimal solution (g; 3) is the globally optimal solution of

(DNLo) min  — bTw
st. ATw=¢", i€ BUTs,
ATw + 24 = ¢, i€ RUN,
()T R;z* =0, i€R,
zEW,

where

W= {z |24 >0, i€R, 2 €int(LT), ieN}.

> (DnpLo) has a unique globally optimal solution.

I
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First-order optimality conditions

Let u® € R fori € BUT3 URUAN and v € RIRI,

The first-order optimality conditions for (Dny,0) are given by

- ZiEBU’TgURUN Agu® =D,

—u’ —2v; R;z" =0, 1€R,

—ut =0, ieN,
A,LTw ¢, i€ BUTs,
AT w + 2 =c', i€ERUN,
(z)TR;2* =0, i€R,

z € W.

» It bears a striking resemblance to the optimality conditions of SOCO.

Quadratic convergence of Newton’s method (28 of 40)
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Constraint qualification

Let (w; z) be the unique globally optimal solution of (DnLo)-

Lemma (Mohammad-Nezhad and Terlaky 2017)

Under the dual nondegeneracy condition, the Jacobian of the equality constraints
at (w; ) has full row rank.

» There exist unique Lagrange multipliers.

I
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Nonsingularity of the Jacobian

The first-order optimality conditions can be written as G((w; z;u;v)) = 0 and
z € W, where

i
- ZieBUTzURUN’ A?u —b
—u' — 2v; R; 2"

—ut
G((w7za u; ’U)) T A;F’LL)—CZ
AZ-Tw e
(z)TR;2*
Let (u;v) be the unique Lagrange multipliers associated with (w; 2).

Lemma (Mohammad-Nezhad and Terlaky 2017)

Under the primal and dual nondegeneracy conditions, the Jacobian VG is
nonsingular at (; Z; 4; D).

» The primal nondegeneracy leads to a second-order condition at the globally
optimal solution.

I
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Quadratic convergence

Theorem (Mohammad-Nezhad and Terlaky 2017)

Assume that the primal and dual nondegeneracy conditions hold. Let
1
2pv/|R 2 -
© < min {p_l (4\/5625(\/34- p_||(1 4 ﬂ))) ! > ﬁ},
o9 )

in which By denotes an upper bound for ||VG((1IJ; 2;11;17))*1”.

Then Newton’s method converges to (Z;y;3) with quadratic rate.

I
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Discussion

To establish quadratic convergence:

» If strict complementarity holds,
_1
© < min {p_1(4\/§ﬁ1/@) v, p,}

> If strict complementarity fails,

1

4 < min {p_l (4\/5,8%(\/5-1— 2110—\/2@(1 + Zﬁ)))_?’ ﬂ}.

g2

> Quadratic convergence is harder to achieve when strict complementarity fails.

> 1 has to be small enough so that the optimal partition can be identified.

I I
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Extension to parametric SOCO

We consider a parametric SOCO problem as
(P.) min{(c+ce)Tz: Az=b, z € LT},
(Do) max{bTy: ATy+s=c+ec s€ LT}
where ¢ € R” is a fixed direction.
» The optimal value of (P¢) is called the optimal value function.

» The optimal value function is denoted by v : R — R U {—o0, c0}.

> oo simply means that (Pe) is infeasible.

I
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Assumptions
Let M be the domain of the optimal value function v(.).

> It is proven that M is closed (possibly unbounded) interval.
» The optimal value function is convex on M.

» The optimal value function is subdifferentiable at every e € M.
‘We assume that:
> the interior point condition holds for (P¢) and (D) for all € € int(M).

Then P*(e) x D*(e) is the set of solutions of

Az =b, x €L,
ATy +s=c+e, seLl,
zos=0.

> 7(e) := (B(e), N(€),R(€), T (€)) is called the optimal partition at €, where

T(e) = (T1(e), T2(e), Ta(e))-

I I
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Example

A parametric SOCO problem:

@y > |z -1

i +ai <1
min —exz — (1 —€)z3
st. x1 =1,
x3 —xg =0,

x2 —x5 =1

)

zy > y/2d + a2,

x4 > |5

|
|
|
|
1
|
|
|

Perturbation of the objective vector

Quadratic convergence of Newton’s method (36 of 40)




Second-order cone optimization (SOCO)  Strict complementarity  Failure of strict complementarity — Extension

Change in the optimal partition

We are interested in the behavior of the optimal partition with respect to e.

There exist subintervals of int(M), where the optimal partition
> stays constant;
» changes, but the index sets in B(e), N (¢), R(¢€), and T (€) remain unchanged;

or there may exist € € int(M), where in every neighborhood of €
> there exists €’ such that w(e) # w(€').

These are called a linearity interval, nonlinearity interval, and a transition point.

» The optimal value function is piecewise algebraic (Nie et al., 2010).

» The optimal value function behaves linearly in a linearity interval.

I I
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The second-order cone example

> (e1,€3) is a nonlinearity interval.
> €1 and €3 are transition points.

)= {1} New) = {2

(1):z%+z§§1

Change in the optimal partition.

I
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Conclusions:

Under the primal and dual nondegeneracy conditions:

» We proved quadratic convergence of Newton’s method to the strict
complementarity solution.

» We proved quadratic convergence of Newton’s method to a maximally
complementary solution.

Future directions:

» Strong second-order conditions to release the assumption on the identification

of (T1,72,73)-

» We are applying methods from numerical algebraic geometry to exactly
compute a nonlinearity interval.

You may access the technical report at
http://wuw.optimization-online.org/DB_HTML/2017/10/6300.html.
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Thank you for your attention
Any questions?
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